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Connota-on$flames:$Formalism �

Verb Subset of Typed Relations Example Sentences L/R

suffer P(w ! agent) = +
P(w ! theme) = �
P(agent! theme) = �

E(agent) = �
V(agent) = +
S(agent) = �

The story begins in Illinois in 1987, when a 17-
year-old girl suffered a botched abortion.

R

guard P(w ! agent) = +
P(w ! theme) = +
P(agent! theme) = +

E(theme) = +
V(theme) = +
S(theme) = +

In August, marshals guarded 25 clinics in 18
cities.

L

uphold P(w ! theme) = +
P(agent! theme) = +

E(theme) = +
V(theme) = +

A hearing is scheduled to make a decision on
whether to uphold the clinic’s suspension.

R

Table 1: Example typed relations (perspective P(x! y), effect E(x), value V(x), and mental state S(x)).
Not all typed relations are shown due to space constraints. The example sentences demonstrate the usage
of the predicates in left [L] or right [R] leaning news sources.

Even though the writer might not explicitly state
any of the interpretation [1-5] above, the readers
will be able interpret these intentions as a part of
their comprehension. In this paper, we present an
empirical study of how to represent and induce the
connotative interpretations that can be drawn from
a verb predicate, as illustrated above.

We introduce connotation frames as a represen-
tation framework to organize the rich dimensions
of the implied sentiment and presupposed facts.
Figure 1 shows an example of a connotation frame
for the predicate violate. We define four different
typed relations: P(x ! y) for perspective of x

towards y, E(x) for effect on x, V(x) for value of
x, and S(x) for mental state of x. These relation-
ships can all be either positive (+), neutral (=), or
negative (-).

Our work is the first study to investigate frames
as a representation formalism for connotative
meanings. This contrasts with previous com-
putational studies and resource development for
frame semantics, where the primary focus was al-
most exclusively on denotational meanings of lan-
guage (Baker et al., 1998; Palmer et al., 2005). Our
formalism draws inspirations from the earlier work
of frame semantics, however, in that we investi-
gate the connection between a word and the related
world knowledge associated with the word (Fill-
more, 1976), which is essential for the readers to
interpret many layers of the implied sentiment and
presupposed value judgments.

We also build upon the extensive amount of lit-
erature in sentiment analysis (Pang and Lee, 2008;
Liu and Zhang, 2012), especially the recent emerg-
ing efforts on implied sentiment analysis (Feng
et al., 2013; Greene and Resnik, 2009), entity-
entity sentiment inference (Wiebe and Deng, 2014),

assuming it is an entity that can have a mental state.

opinion role induction (Wiegand and Ruppenhofer,
2015) and effect analysis (Choi and Wiebe, 2014).
However, our work is the first to organize various
aspects of the connotative information into coher-
ent frames.

More concretely, our contributions are threefold:
(1) a new formalism, model, and annotated dataset
for studying connotation frames from large-scale
natural language data and statistics, (2) new data-
driven insights into the dynamics among different
typed relations within each frame, and (3) an ana-
lytic study showing the potential use of connotation
frames for analyzing subtle biases in journalism.

The rest of the paper is organized as follows: in
§2, we provide the definitions and data-driven in-
sights for connotation frames. In §3, we introduce
models for inducing the connotation frames, fol-
lowed by empirical results, annotation studies, and
analysis on news media in §4. We discuss related
work in §5 and conclude in §6.

2 Connotation Frame

Given a predicate v, we define a connotation frame
F(v) as a collection of typed relations and their po-
larity assignments: (i) perspective Pv(a

i

! a

j

):
a directed sentiment from the entity a

i

to the entity
a

j

, (ii) value Vv(a
i

): whether a

i

is presupposed to
be valuable, (iii) effect Ev(a

i

): whether the event
denoted by the predicate v is good or bad for the
entity a

i

, and (iv) mental state Sv(a
i

): the likely
mental state of the entity a

i

as a result of the event.
We assume that each typed relation can have one of
the three connotative polarities 2 {+,�,=}, i.e.,
positive, negative, or neutral. Our goal in this paper
is to focus on the general connotation of the predi-
cate considered out of context. We leave contextual
interpretation of connotation as future work.

Table 1 shows examples of connotation frame
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Data$collec-on$by$crowdsourcing �
• Amazon&Mechanical&Turk&
• For&each&of&1000&most&frequent&
verbs&(NYT)&
–  5&generic&sentences&

&(subj8verb8obj&from&Google&n8
gram)&

–  3&annotators&(for&each&sent)&
• “How%do%you%think%the%Subject%
feels%about%the%event%described%in%
this%sentence?”%%
–  5&choices:&pos,&pos8neu,&neu,&neg8

neu,&neg&

• Average&Krippendorff&alpha&is&
0.25,&indica7ng&stronger&than&
random&agreement&
• NC&agreement&is&preQy&high&
• Some&aspects&are&highly&skewed&

we designed the AMT task to provide a generic
context as follows. We first split each verb predi-
cate into 5 separate tasks that each gave workers a
different generic sentence using the verb. To cre-
ate generic sentences, we used Google Syntactic
N-grams (Goldberg and Orwant, 2013) to come up
with a frequently seen Subject-Verb-Object tuple
which served as a simple three-word sentence with
generic arguments. For each of the 5 sentences, we
asked 3 annotators to answer questions like “How
do you think the Subject feels about the event de-
scribed in this sentence?” In total, each verb has
15 annotations aggregated over 5 different generic
sentences containing the verb.

In order to help the annotators, some of the ques-
tions also allowed annotators to choose sentiment
using additional classes for “positive or neutral”
or “negative or neutral” for when they were less
confident but still felt like a sentiment might ex-
ist. When taking inter-annotator agreement, we
count “positive or neutral” as agreeing with either
“positive” or “neutral” classes.
Annotator agreement Table 4 shows agreements
and data statistics. The non-conflicting (NC) agree-
ment only counts opposite polarities as disagree-
ment.6 From this study, we can see that non-expert
annotators are able to see these sort of relationships
based on their understanding of how language is
used. From the NC agreement, we see that annota-
tors do not frequently choose completely opposite
polarities, indicating that even when they disagree,
their disagreements are based on the degree of con-
notations rather than the polarity itself. The average
Krippendorff alpha for all of the questions posed
to the workers is 0.25, indicating stronger than ran-
dom agreement. Considering the subtlety of the
implicit sentiments that we are asking them to an-
notate, it is reasonable that some annotators will
pick up on more nuances than others. Overall, the
percent agreement is encouraging that the connota-
tive relationships are visible to human annotators.

Aggregating Annotations We aggregated over
crowdsourced labels (fifteen annotations per verb)
to create a polarity label for each aspect of a verb.7

Final distributions of the aggregated labels are
6Annotators were asked yes/no questions related to Value,

so this does not have a corresponding NC agreement score.
7 We take the average to obtain scalar value between

[�1., 1.] for each aspect of a verb’s connotation frame. For
simplicity, we cutoff the ranges of negative, neutral and pos-
itive polarities as [�1,�0.25), [�0.25, 0.25] and (0.25, 1],
respectively.

Aspect % Agreement Distribution

Strict NC % + % -

P(w ! o) 75.6 95.6 36.6 4.6
P(w ! s) 76.1 95.5 47.1 7.9
P(s! o) 70.4 91.9 45.8 5.0
E(o) 52.3 94.6 50.3 20.24
E(s) 53.5 96.5 45.1 4.7
V(o) 65.2 - 78.64 2.7
V(s) 71.9 - 90.32 1.4
S(o) 79.9 98.0 12.8 14.5
S(s) 70.4 92.5 50.72 8.6

Table 4: Label Statistics: % Agreement refers to pairwise
inter-annotator agreement. The strict agreement counts agree-
ment over 3 classes (“positive or neutral” was counted as
agreeing with either + or neutral), while non-conflicting (NC)
agreement also allows agreements between neutral and -/+ (no
direct conflicts). Distribution shows the final class distribution
of -/+ labels created by averaging annotations.

included in the right-hand columns of Table 4.
Notably, the distributions are skewed toward pos-

itive and neutral labels. The most skewed conno-
tation frame aspect is the value V(x) which tends
to be positive, especially for the subject argument.
This makes some intuitive sense since, as the sub-
ject actively causes the predicate event to occur,
they most likely have some intrinsic potential to be
valuable. An example of a verb where the subject
was labelled as not valuable is “contaminate”. In
the most generic case, the writer is using contami-
nate to frame the subject as being worthless (and
even harmful) with regards to the other event par-
ticipants. For example, in the sentence “his touch
contaminated the food,” it is clear that the writer
considers “his touch” to be of negative value in the
context of how it impacts the rest of the event.

4.2 Connotation Frame Prediction

Using our crowdsourced labels, we randomly di-
vided the annotated verbs into training, dev, and
held-out test sets of equal size (300 verbs each).
For evaluation we measured average accuracy and
F1 score over the 9 different Connotation Frame
relationship types for which we have annotations:
P(w ! o), P(w ! s), P(s ! o), V(o), V(s),
E(o), E(s), S(o), and S(s).
Baselines To show the non-trivial challenge of
learning Connotation Frames, we include a simple
majority-class baselines. The MAJORITY classi-
fier assigns each of the 9 relationships the label
of the majority of that relationship type found in
the training data. Some of these relationships (in
particular, the Value of subject/object) have skewed
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Dynamics$over$typed$rela-ons �
Polarity&assignments&of&typed&rela7ons&are&interdependent&

Perspective Triad: If A is positive towards B, and B is positive towards C, then we expect A is also positive towards
C. Similar dynamics hold for the negative case.

P
w!a1 = ¬ (P

w!a2 � P
a1!a2)

Perspective – Effect: If a predicate has a positive effect on the Subject, then we expect that the interaction between
the Subject and Object was positive. Similar dynamics hold for the negative case and for other perspective relations.

E
a1 = P

a2!a1

Perspective – Value: If A is presupposed as valuable, then we expect that the writer also views A positively. Similar
dynamics hold for the negative case.

V
a1 = P

w!a1

Effect – Mental State: If the predicate has a positive effect on A, then we expect that A will gain a positive mental
state. Similar dynamics hold for the negative case.

S
a1 = E

a1

Table 3: Potential Dynamics among Typed Relations: we propose models that parameterize these dynamics
using log-linear models (frame-level model in §3).

sentiments between the agent and the theme are
likely to be reciprocal, or at least do not directly
conflict with + and � simultaneously. Therefore,
we assume that P(a1 ! a2) = P(a2 ! a1) =
P(a1 $ a2), and we only measure for these binary
relationships going in one direction. In addition, we
assume the predicted4 perspective from the reader
r to an argument P(r ! a) is likely to be the same
as the implied perspective from the writer w to the
same argument P(w ! a). So, we only try to
learn the perspective of the writer. Lifting these
assumptions will be future work.

For simplicity, our model only explores the po-
larities involving the agent and the theme roles. We
will assume that these roles are correlated to the
subject and object positions, and henceforth refer
to them as the “Subject” and “Object” of the event.

3 Modeling Connotation Frames

Our task is essentially that of lexicon induction
(Akkaya et al., 2009; Feng et al., 2013) in that
we want to induce the connotation frames of pre-
viously unseen verbs. For each predicate, we infer
a connotation frame composed of 9 relationship
aspects that represent: perspective {P(w ! o),
P(w ! s), P(s! o)}, effect {E(o), E(s)}, value
{V(o), V(s)}, and mental state {S(o), S(s)} po-
larities.

We propose two models: an aspect-level model
that makes the prediction for each typed relation
independently based on the distributional represen-
tation of the context in which the predicate appears
(§3.1), and a frame-level model that makes the pre-

4Surely different readers can and will form varying opin-
ions after reading the same text. Here we concern with the
most likely perspective of the general audience, as a result of
reading the text.

Node Meaning
Perspective of 
Writer towards 

Subject

Effect on 
Subject

Value of 
Subject

Mental State 
of Subject

Figure 2: A factor graph for predicting the polari-
ties of the typed relations that define a connotation
frame for a given verb predicate. The factor graph
also includes unary factors ( 

emb

), which we left
out for brevity.

diction over the connotation frame collectively in
consideration the dynamics between typed relations
(§3.2).

3.1 Aspect-Level

Our aspect-level model predicts labels for each of
these typed relations separately. As input, we use
the 300-dimensional dependency-based word em-
beddings from Levy and Goldberg (2014). For each
aspect, there is a separate MaxEnt (maximum en-
tropy) classifier used to predict the label of that as-
pect on a given word-embedding, which is treated
as a 300 dimensional input vector to the classi-
fier. The MaxEnt classifiers learn their weights
using LBFGS on the training data examples with
re-weighting of samples to maximize for the best
average F1 score.
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Modeling$connota-on$frames�

Perspective Triad: If A is positive towards B, and B is positive towards C, then we expect A is also positive towards
C. Similar dynamics hold for the negative case.

P
w!a1 = ¬ (P

w!a2 � P
a1!a2)

Perspective – Effect: If a predicate has a positive effect on the Subject, then we expect that the interaction between
the Subject and Object was positive. Similar dynamics hold for the negative case and for other perspective relations.

E
a1 = P

a2!a1

Perspective – Value: If A is presupposed as valuable, then we expect that the writer also views A positively. Similar
dynamics hold for the negative case.

V
a1 = P

w!a1

Effect – Mental State: If the predicate has a positive effect on A, then we expect that A will gain a positive mental
state. Similar dynamics hold for the negative case.

S
a1 = E

a1

Table 3: Potential Dynamics among Typed Relations: we propose models that parameterize these dynamics
using log-linear models (frame-level model in §3).

sentiments between the agent and the theme are
likely to be reciprocal, or at least do not directly
conflict with + and � simultaneously. Therefore,
we assume that P(a1 ! a2) = P(a2 ! a1) =
P(a1 $ a2), and we only measure for these binary
relationships going in one direction. In addition, we
assume the predicted4 perspective from the reader
r to an argument P(r ! a) is likely to be the same
as the implied perspective from the writer w to the
same argument P(w ! a). So, we only try to
learn the perspective of the writer. Lifting these
assumptions will be future work.

For simplicity, our model only explores the po-
larities involving the agent and the theme roles. We
will assume that these roles are correlated to the
subject and object positions, and henceforth refer
to them as the “Subject” and “Object” of the event.

3 Modeling Connotation Frames

Our task is essentially that of lexicon induction
(Akkaya et al., 2009; Feng et al., 2013) in that
we want to induce the connotation frames of pre-
viously unseen verbs. For each predicate, we infer
a connotation frame composed of 9 relationship
aspects that represent: perspective {P(w ! o),
P(w ! s), P(s! o)}, effect {E(o), E(s)}, value
{V(o), V(s)}, and mental state {S(o), S(s)} po-
larities.

We propose two models: an aspect-level model
that makes the prediction for each typed relation
independently based on the distributional represen-
tation of the context in which the predicate appears
(§3.1), and a frame-level model that makes the pre-

4Surely different readers can and will form varying opin-
ions after reading the same text. Here we concern with the
most likely perspective of the general audience, as a result of
reading the text.

Node Meaning
Perspective of 
Writer towards 

Subject

Effect on 
Subject

Value of 
Subject

Mental State 
of Subject

Figure 2: A factor graph for predicting the polari-
ties of the typed relations that define a connotation
frame for a given verb predicate. The factor graph
also includes unary factors ( 

emb

), which we left
out for brevity.

diction over the connotation frame collectively in
consideration the dynamics between typed relations
(§3.2).

3.1 Aspect-Level

Our aspect-level model predicts labels for each of
these typed relations separately. As input, we use
the 300-dimensional dependency-based word em-
beddings from Levy and Goldberg (2014). For each
aspect, there is a separate MaxEnt (maximum en-
tropy) classifier used to predict the label of that as-
pect on a given word-embedding, which is treated
as a 300 dimensional input vector to the classi-
fier. The MaxEnt classifiers learn their weights
using LBFGS on the training data examples with
re-weighting of samples to maximize for the best
average F1 score.
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frame&level&classifier�

MaxEnt&classifier&to&predict&the&aspect&label&&
for&a&given&300&dimensional&word8embedding&

one8hot&feature&vector&(+,,or&=)&represen7ng&
the&results&of&aspect8level&classifier&



Experiments�
•  Annotated&verbs&divided&into&training,&dev,&and&held8
out&test&sets&of&equal&size&(300&verbs&each)&

•  Aspect8level&and&frame8level&models&consistently&
outperform&baselines&(38NN,&GRAPH&PROP)&

•  Frame8level&model&makes&a&small&improvement&
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Data$analy-cs$of$media$bias �
•  KBA&Stream&Corpus&2014&

–  30&news&sources&indicated&as&
exhibi7ng&liberal&or&conserva7ve&
leanings&

–  hQp://trec8kba.org/kba8stream8
corpus82014.shtml&

•  Es7ma7ng&en7ty&polari7es&
–  Selected&70&million&news&ar7cles&&
–  Extracted&1.2&billion&unique&tuples&

of&the&form&(url,subj,verb,obj,count)&
–  Measure&en7ty8to8en7ty&sen7ment&

using&Connota7on&Frames&

•  Observa7ons&
–  Democrats&posi7ve:&“nancy&pelosi”,&

“unions”,&“gun&control”,&etc.&
–  Republicans&posi7ve:&“the&pipeline”,&

“gop&leaders”,&“budget&cuts”,&etc.&



Related$work�
•  Frame&seman7cs&(Baker+98;&Palmer+05)&&
–  Only&denota7onal&meanings&

•  Sen7ment&analysis&
–  implied&sen7ment&analysis&(Feng+13;&Greene+09)&&
–  opinion&implicature&(Deng&Wiebe14)&&
–  opinion&role&induc7on&(Wiegand&Ruppenhofer15)&&
–  effect&analysis&(Choi&Wiebe14)&&
→&This&work&organizes&various&aspects&of&the&connota7ve&
informa7on&into&coherent&frames&

•  Media&bias,&etc.&
– modeling&framing&(Greene&Resnik09;&Hasan&Ng13)&
–  biased&language&(Recasens+13)&
–  ideology&detec7on&(Yano+10)&&
→&Connota7on&frame&lexicon&will&be&useful&for&them&
&


