Cross-Corpora Evaluation and Analysis of Grammatical Error Correction Models
Is Single-Corpus Evaluation Enough?
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Ans: No. it’s not enough. GEC systems should be tested over multiple diverse datasets!!

CoNLL-2014 CoNLL-2013 FCE JFLEG KJ ICNALE
48.62 36.20 41.41 60.06 45.64 43.02
48.57 33.76 40.06 57.49 45.40 40.78
46.80 33.67 39.57 57.47 42.80 37.72
46.16 32.30 26.79 42.35 32.04 32.91

https.//github.com/tomo-wb/GEC CCE

Experiments on Cross-Corpora
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