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Representations based on language 
models ,e.g., BERT [Devlin et al., 2018] , 
contribute to performance 
improvements in a variety of NLP tasks
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