TerMT: A Dataset for Evaluating
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Background: Current NMT

ONMT: Neural Machine Translation

OSentence-level NMT: high translation quality
(e.g., Google Translation)

ONext Step: domain-specific translation

Oto consider specific context and circumstances

Promoting cross-language
communication Domain-specific Translation

- Scientific Paper

* Corporation Document
* Specific Article

* Historical Text

- etc...

Clever Dictionary
Daily Conversation -+ Phrase bank
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Background: Problem of Current NMT

Oe.g., a corporation document

4 I
e Title: “Our Company’s Product: ”
* In our company, we announced XXX ...
e Strategy of our company: ......

J

Encoding Decoding
>

Outputs

7
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Background: Problem of Current NMT

Oe.g., a corporation document

OMaybe, cause some terminology-inconsistent errors ...

4 N [ I
* Title: “Our Company’s Product: ” - 4N [toEmE .. |
* In our company, we announced XXX ... o Ehtt TEH wxZEZREXLUE ..
« Strategy of our company: ...... o Mt OEER 1 ~
L M

Encoding Decoding
>

Outputs

Current NMT models usually learned [ =}
a variety of articles for fluency
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Background: NMT with Dictionaries

OOne approach to terminology-inconsistent errors

— Using phrase dictionaries o%ﬁﬁv :1I> -
1t

OPrevious studies of NMT with dictionaries

O Synthetic Training Data [Song+, 2019] Original  Synthetic
OTraining with synthetic Code-Switching data generated \ _

by the dictionary

O Constraint Decoding [Post and Vilar, 2018]

ONo change in training

-+ Constrained
Oconstrained the output with the dictionary Output
in decoding
constraints %

2020/2/3 (ETRAERY AEE 6




Background: Lack of Evaluation Tools

OHowever, we have some problems ...

1. Evaluation dataset considering terminology consistency

is rothirg -> a little

E Evaluation E
+ (Reference) !
7 e i

O Very current study: HABLeX [Thompson+, 2019]
O 2019/11/03 published

2. Lack of automatic evaluation metric for terminology
consistency

O  [Thompson+, 2019] do not consider this strictly
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Task: Terminology Consistency Evaluation

OTask definition:

[ Please translate as follows:

(our company, #%%t) ‘
Input@: Source Sentence

Title: “Our company’s ... <k S48 T8EEoD...
Strategy of our company: W2t DERAR -

Input@: Term-Pair List

Output: (Consistent)
Target Sentence

OWe prepared these:

1. Evaluation dataset

2. Automatic evaluation metric
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Critical Problem on

Terminology Consistency Evaluation

OThe term in Term-Pair List@ sometimes be
inappropriate because of contextual rightness

Oe.g. the term in KFTT corpus (“ZX2K”)
OINZK <-> nobles <-> aristocrats
O/NZK (fI=) <-> aristocratic (society) <-> aristocrats, nobles

O ZK (BR) <-> aristocratic (style) <-> aristocrats, nobles

O How we evaluate this?

O We need sentence-wise correct term information
-> make datasets!
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Our Dataset Usage

OPurpose: Terminology-consistent test set

R (& ...
corresponding to the Term-Pair list B & AR
-Li Tl ..
(TP-List) e
O Necessary condition 4

O Terminology consistency

O Then, appropriate wording in the context -

Evaluation
Terminology-Consistent Test Set with some metrics

I oo o
(JJRET, Geniji) TP-List 1 Geniji is ... .
(ELZR, warriors) ... between warriors
(2 2R, nobles) and nobles ...
(AR #t £, aristocratic society) Aristcrats .

| — 4
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Procedure of Dataset Construction

TerMT Terminology-Consistent Test Set
| ' | |
(R, Genji) TP-List 1

(ELZR, warriors)
(/AZR, nobles)
(/23R #1 %, aristocratic society)

»
»

7 I Replace terms = V
SentCTM y ding t |
Original corpus : accordmgto | . |
(annotation) | SentCTM (JREX, Minamoto clans)  Tp_tist 2
™~ (ELZR, samurai families)
d (/2 2R, aristocratic families)
eig' WOt (/AR #L %, aristocratic society)
alignment
g 7
v Annotated
nqbles, nObI? Sent. pair 1 | (22X, [nobles, aristocratic families]) by human
a5y L aristerats, aristerat ®
A aristcratic families Sent. pair 2 | (2%, [noble, aristcrat])
+ “FE AN gristeratic society Sent. pair 3 | (A2 ft %, [aristocratic society])
I~
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(1) Select Original Dataset

Terminology-Consistent Test Set
rMT o |
(IREC, Genji) TP-List 1
(EL3R, warriors)
(/A\Z_R nobles)
N # %, aristocratic society)
7
I 4 i —
- SentCTM | |
Original corpus \ . . |
(annotatlon) (JREC, Minamoto clans)  Tp-List 2
(E3%. samurai families)

\ \ (fb\\%?’ aristocratic families)
First,

* Selected the original corpus to add annotations
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Two Original Dataset

OChose two original datasets for Ja-En/En-Ja
translation directions

OCriteria: has a variety of translation

1. KFTT [Neubig+, 2011] (Ja-En) 2. ASPEC [Nakazawa+, 2016] (En-Ja)

*  Wikipedia articles about “Kyoto” * Scientific papers (multi-domains)
e.g., “TH 2R “Samurai” (Phonetic) e.g., “Field” “43IBF” (most scientific
R “Samurai familes” paper domain)
S o u==R ” . .
&3 “Warrior”(Semantic) E557T" (electronic domain)
“Warrior familes”

“[E@]1%" (agricultural domain)
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(11) Obtain One-to-Many Term Mappings

TerMT

B N R I

Terminology-Consistent Test Set

| |
[ |
AN == S R

Second,

e.g. word
alignment

y

nobles, noble
==

aristcratic families

AN . . .
+ “%t =" aristcratic society

2020/2/3

e Extracted our focused term pairs with word alignment
Orig * Merged term pairs to one-to-many term mappings

VAN, SATTiuradl 1altitimcs )
(/A ZR, aristocratic families)
(/23R #+ %, aristocratic society)

| g

aristcrats, aristcrat __

Sent. pair 1 | (X2, [nobles, aristocratic families])
Sent. pair 2 | (A2, [noble, aristcrat]) '.
Sent. pair 3 | (A2 fL =, [aristocratic society])
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(111) Annotation of SentCTM

i - istent T
TerMT Terminology Cc|>n5|ste t ¢|est Set
[ |
Third,
p e Attached mappings that consists only of
Of ol SentCTM interchangeable terms reqgard to
riginal corpus )
| (annotation) context
L] \ -
7 aristocratic families)
702K #L 4=, aristocratic society)
Annotated
gl(’)ist,)tlfrsz:\tzogrl’?stcrat Sent. pair 1 | (AR, [nobles, aristocratic families]) by human
INER : - [ Sent. pair 2 | (A%, [noble, aristcrat]) ‘
aristcratic families -P ’ ’ S
"L A _ ) _ Sent. pair 3 | (A= £ %, [aristocratic society])
+ “fL =" aristcratic society
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The Detail of Our Dataset

Original corpus

SentCTM (annotation)

705 COBR DXL Z . K=K The culture of this period is called NN aristocratic
Bk - DAk - BEk (R | the Kitayama Culture , where the
) A @EtsE U7z bl b samurai style , aristocratic style and
EERNCEBEEZ L, the Tang style ( Zen Buddhism
style ) were merged .
1209 XM ICE X (L. BAE N | Formally speaking , among the NN nobles,aristcrats
IEXR D AT T BHAT (F #8757 (C | nobles it was recognized that the
HBF2EFOBAF TH D Court was the true government and
ERF D[ T (EXERE U T | the Shogunate was a temporary
Wiz, government in the provinces .
1217 | SN B5DFEMNS. {ER K | Al this can be interpreted to mean | 232K noble,aristcrat
PHE(CRDDIFIREEK TEHE | that someone from the Minamoto
FERKTHE. S5ICIEAFED | or Taira clans, or even from the
BEREK THERA DB XREE noble Fujiwara clan , could become
BOWERIRTE S, Seii Taishogun .

2020/2/3
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Final Test Set

TerMT Terminology-Consistent Test Set
| ' | |
(IR, Genji TP-List 1

(ELZR, warriors)

(/AZR, nobles)

/\%—Q f](:l:/_\’ ist ti o
. I Replac.e terms (2 | =, aristocratic society)
Original corpus SentCTM | according to — . |

| (annotation) | SentCTM (JBEC, Minamoto clans)  Tp-List 2
A (EL3%, samurai families)
(/22R, aristocratic families)
(/23R #1 %, aristocratic society)
| A
Finally,

* We can obtain terminology-consistent test set from our dataset TerMT

»
»

AN

SCTIL. pair 9 \~A =3 L 2, [diiotutliatiC oULTITLYy |)]

+ “fT =" aristcratic society
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Dataset Statistics

# of our focused source terms 84 196
A: # of sent. pairs w/ SentCTM 457 407
B: # of original sent. pairs 1245 1812
Ratio (A/B) (36.7%) (22.5%)
avg. # of target candidates 2.27 2.77
Max # of target candidates 12 10

2020/2/3 (ETRAERY AEE 18



Problem of Evaluation Metric

OBLEU: strong benchmark of evaluation metric in NMT

Ocompare model outputs <-> references with n-gram

Ois unable to properly capture the terminology consistency
Model Output 1

It was customarily agreed by the warrior families ... .

It was customarily accepted by the warrior families ... . o
We cannot distinct

Model Output 2 terminology error or not

It was customarily accepted by the samurai families... .

It was customarily accepted by the warrior families ... .

OSo, We consider F-score using TER(snover+, 2006] alighnment

Ouse word alignment model outputs <-> references
2020/2/3 ETZERY AEE 19



Proposed Metric: F-score of Terms

OUtilized word alignment (model output <-> reference)

Ofocus on the translation of terminology itself

Oimpose penalties for over/under generation of the terms

Reference it fell precisely on the 100th day after the death of takauji ashikaga
e
«—
Model 1 it was the 100th day after takauji ashikaga ’s death .
Reference it‘fell precisely on the iQOth day after the death of takauji ashikaga
Model 2 ashikaga was the 100th day after takauji ashikaga s death

O[Thompson+, 2019] used simple Recall of the terminology

Ocannot consider over/under generation

2020/2/3
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How to Calculate “F-score of Terms”

Ashikaga it Not agree
Takauji Takauji
Ashikaga Ashikaga agreed
OPrecision
O (# of agreed alignments) / (# of the term appearance in the outputs)
ORecall

O (# of agreed alignments) / (# of the term appearance in the references)
OF-score

O2 * Precision* Recall / (Precision + Recall)
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Experimental Setting

OTerm Pair List

O randomly select one from multiple target candidates

ODataset (Training, Development)
OKFTT (Ja-En), ASPEC (En-Ja)

OMetrics
OBLEU, F-score of Terms

OModel (https://github.com/awslabs/sockeye)

OBASE: baseline (Transformer [Vaswani+, 2017] model)
OTransformer model: generally SOTA model in NMT

OCONST: BASE + dynamic beam allocation [Post and Vilar, 2018]
ODecoding methods for integrating the dictionary

OPOST: BASE + simple post-editing
2020/2/3 ETHAIRY ATE 22



https://github.com/awslabs/sockeye

Model: CONST (Beam-Allocation)

[Post and Vilar, 2018]

OA promising method for tackling terminology consistency

Oalways outputs given constraint words or phrases,
utilizing beam search

e

~\

=

“errichten”

Constraints

“Keiner”

“Keiner”
“ermchten™

— No one has the intention of building a wall.

|| Niemand hat die Absicht, eine Mauer zu bauen.

“No one has the intention, a wall to build.”

Niemand hat die Absicht, eine Mauer zu errichten.
“No one has the intention, a wall to construct.”

Keiner hat die Absicht, eine Mauer zu bauen.
“No one has the intention, a wall to build.”

Keiner hat die Absicht, eine Mauer zu errichten.
“No one has the intention, a wall to construct.”

\_

J/

X (&L[Post and Vilar, 2018]& D 5|

2020/2/3

BETAIHY AER 23



How to Use Term-Pair List in CONST?

OCONST needs a target phrase list to constrain

ONote that, this can only use the term-pair list
= without other information like SentCTM

OWe selected this setting:

OIf the source term in Term-Pair List (simply) appear in the Src
sent., use the target one as the constraint

1. ... examination ... || (examination, AH&) 1. [“FRAE"]
2. e, (flow range, iR &GFH) 2. (None)
3. ...flow range... (flow, &) — | 3[R EE, FHE]
examination ..... T
/4 4 4
Src sent. (Input®) Term-Pair List (Input®) Constraint List for CONST
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Results: Quantitative Evaluation

Ja-En 13.47| 13.45| 13.24 54.45 78.89 66.72
En-Ja 41.63| 41.03| 3391 71.31 77.64 45.25
OOverall,
OBLEU - CONST < BASE Constraint Decoding hurt
' translation performance of
OF-score : BASE < CONST baseline model

OPOST (simple method) is worser in both metrics
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Results: Qualitative Evaluation

Input Macroscopic heat transfer characteristics of fluid in the vicinity of a
critical point was clarified by experiments and numerical analysis .

correct terms | [(transfer, “4BZR"), (experiments, “SEB&")]

Reference FESR = afE D ik D BEfFR 1Y IR RS =, R RO #UE ##
triCK> THHSMNIC U .

BASE ERFR R UThE D iR D BER B 738 B VRE 151% & KER & FUE A
(CRDBESHIC U T

(constraints) | [“TEHE", “SRER"]

CONST ER5T = TfE D AR D BER B B EE H51E & 2ER & UE B#T (C
KODBHSHNIC L. BHERBROBER k& L.
POST BR5FTE m TS (C &5 1T D ik D BE1R 1Y 24 14l 1514 = 28R & 2B

(mE->%HE) | DRICKDEASHIC LI,
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Results: Qualitative Evaluation

Input Macroscopic heat transfer characterlstlcs of fluid in the vicinity of a
critical ppm nalysis .

correct terms | [(transfe This verbose phrases might cause

P FoEd by the compulsory constraints T ¥UE R

Mr(CK

BASE PSR = V115 D Ak D E*ﬁ. El’] AN
(CKDBSMNIC U T,

(constraints) | [“FEHE", “S2ER"]

t 7% SEER & BB f#T

CONST ER5T = TfE D AR D BER B B EE H51E & 2ER & UE B#T (C
KODBHSMNICULE. BHEEROBER = ke U .
POST BR5FTE m TS (C &5 1T D ik D BE1R 1Y 24 14l 1514 = 28R & 2B

(mE->%HE) | DRICKDEASHIC LI,
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OTwo contributes:

Oconstructed evaluation dataset for terminology
consistency

Oproposed more rigorous evaluation metric for
terminology consistency than accuracy

OFuture Work:

Opropose the methodology that can balance terminology
consistency and satisfying the context
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Comparison between HABLex and TerMT

O Same

ODataset was made by supplying new annotation for
original dataset

O Motivation of dataset creation

Owant to integrate bilingual lexicon into NMT
— adapt some unknown words or domain-specific terms

O Difference in HABLeX [Thompson+, 2019]
OMultilingual Dataset ({Ru, Ch, Ko} -> En)

OAnnotation schema: 1 sentence <-> 1 term-pair

Ouse Recall for evaluation of terminology consistency
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Two Original Dataset: KFTT (Ja-En)

OChose two original datasets for Ja-En/En-Ja translation
directions

O Original dataset 1. KFTT [Neubig+, 2011] = Ja-En

O has many kind of Japanese-specific culture names or concepts
— a variety of translation in other languages

\: “Samurai” (Phonetic)
“Warrior”(Semantic)

“Warrior familes”

E.g., “/F"
£
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Two Original Dataset: ASPEC (En-Ja)

OChose two original datasets for Ja-En/En-Ja translation
directions

O Original dataset 2. ASPEC [Nakazawa+, 2016] - En-Ja

Ohas many kind of scientific terms which has different meaning
from daily conversation
— a variety of translation depends on their domain, translator,

time, ...
“3BF” (most scientific paper domain)
e.g., "Field “B85%” (electronic domain) //T/@T\

“[Bl3%” (agricultural domain) n
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Model: POST

OVery simple batch replacement

OConcept: replacing other candidates to the correct term

O”other chandidates”?

O Originally, references do not tell us "What terms should be replaced to
the correct term”

O We obtained one-to-many term mapping in procedure of the dataset

construction
— So, use this as a list for replacing!

O e.g. source: “B5F"” -> target: [apprentice, disciple, apprentices, disciples]

— "% sed -E “s/(apprentices/disciple/disciples)/apprentice/g” [model output]
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Results : Quality Evaluation (KFTT)

Input A& (I fa]5/RPE U3k — 1A T 3 Do
SentCTM | [(A<&, Honzon), (203K, Nyorai)]

Reference | The Honzon is only Amida Nyorai .

BASE The principal image is Amida Nyorai ( Amitabha Tathagata ) .

CONST Honzon ( principal image of Buddha ) is Amida Nyorai ( Amitabha
Tathagata ) .

POST The Honzon is Amida Nyorai ( Amitabha Tathagata ) .
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