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Information Extraction from Microblogs*

Tsubasa Tagami

Abstract

False information has become a social problem and it is necessary to verify
huge information such as news articles and social media sites on the Internet. In
fact, there are a wide range of information to be verified, and it is impossible to
verify all of them manually. For this reason, we present a new task, suspicious
news detection using micro blog text. This task aims to support human experts
to detect suspicious news articles to be verified, which is costly but a crucial step
before verifying the truthfulness of the articles. Specifically, in this task, given
a set of posts on SNS referring to a news article, the goal is to judge whether
the article is to be verified or not. For this task, we create a publicly available
dataset in Japanese and provide benchmark results by using several basic machine
learning techniques. Experimental results show that our models can reduce the
cost of manual fact-checking process. In addition, we developed a web application
to support manual fact-checking activities. We report the results of the survey

using this application in the actual worksite of fact-checking.
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1 Introduction

Fake news is a news article that is intentionally false and could mislead readers
[1]. The spread of fake news has a negative impact on our society and the news
industry. For this reason, fake news detection and fact-checking are getting more

attention.

Problematic Issue. One problematic issue of fake news detection is that
human fact-checking experts cannot keep up with the amount of misinformation
generated every day. Fact-checking requires advanced research techniques and is
intellectually demanding. It takes about one day to fact-check a typical article
and write a report to persuade readers whether it was true, false or somewhere

in between [2].

Existing Approach. As a solution to the problem, various techniques and
computational models for automatic fact-checking or fake news detection have
been proposed [3, 4, 5]. However, in practice, current computational models
for automatic fake news detection cannot be used yet now due to the perfor-
mance limitation. Ideally, we would like to adopt full automation for verifying
the contents of each article. Thus, at the present, manual or partially automatic

verification is a practical solution.

Our Approach. To mitigate the problem, we aim to automate suspicious news
detection. Specifically, we develop computational models for detecting suspicious
news articles to be verified by human experts. We assume human-machine hybrid
systems, in which suspicious articles are detected and sent to human experts and
they verify the articles.

Our motivation of this approach is to remedy the time-consuming step to find
articles to check. Journalists have to spend hours going through a variety of
investigations to identify claims (or articles) they will verify [2]. In the current
situations, human experts often check the articles that are not necessary to check.
By automatically detecting suspicious articles, we can expect to reduce the man-

ual cost.



Our Task. We formalize suspicious news detection as a task. Specifically, in
this task, given a set of posts on SNS that refer to a news article, the goal is to
judge whether the article is suspicious or not. The reason of using posts on SNS
is that some of them cast suspicion on the article and can be regarded as useful
and reasonable resources for suspicious news detection.

This task distinguishes our work from previous work. In previous work, the
main goal is to assess the truthfulness of a pre-defined input claim (or article).
This means that it is assumed that the input claim is given in advance [4]. As
mentioned above, in real-world situations, we have to select the claims to be
verified from a vast amount of texts. In the context of fake news detection, it
is costly to decide which article to be verified. Thus, the automation of this

procedure is desired for practical fact verification.

Our Dataset. For the task, we create a Japanese suspicious news detection
dataset. To the best of our knowledge, this is first publicly available dataset in
Japanese. On the dataset, we provide benchmark results of several models based
on basic machine learning techniques. Experimental results demonstrate that the
computational models can reduce about 50% manual cost of detecting suspicious

news articles.

Our Contributions. To summarize, our main contributions are as follows,

e We introduce and formalize a new task, suspicious news detection using
posts on SNS.

e We create a Japanese suspicious news detection dataset, which is publicly
available.!

e We provide benchmark results on the dataset by using several basic machine

learning techniques.

e We have introduced our proposed method in the actual fact-checking activ-

ities and report the fruits of our method.

Thttps://github.com/t-tagami/Suspicious-News-Detection



2 Related Work

This section describes previous studies that tackle fake news detection. In the
last few years, so many works have presented various task settings, methods, and
datasets for fake news detection. We firstly overview basic task settings of fake
news detection. Then, we discuss several studies that share similar motivations
with ours and deal with fake news detection on social media. We aim to clarify

the similarities and differences between our work and previous works.

2.1 Task Settings of Fake News Detection

Typically, fake news detection or fact-checking is defined and solved as binary
prediction [6, 7, 8] or multi-class classification [4, 9]. In this setting, given an
input text x, the goal is to predict an appropriate class label y € ). The input
text = can be a sentence (e.g., news headline, claim or statement) or document
(e.g., news article or some passage). The class labels ) can be binary values or
multi-class labels.

One example of this task is the one defined and introduced by the pioneering
work, [3]. Given an input claim z, the goal is to predict a label y from the five
labels, Y = {TRUE, MOSTLYTRUE, HALFTRUE, MOSTLYFALSE, FALSE}.

Another example is a major shared task, Fake News Challenge. In this task,
given a headline and body text of a news article, the goal is to classify the
stance of the body text relative to the claim made in the headline into one of
four categories, ) = {AGREES, DISAGREES, DISCUSSES, UNRELATED}. A lot
of studies have tackled this task and improved the computational models for it.
(10, 11, 12, 13, 14, 15, 5]. A recent work [16] has extended the typical setting by
integrating evidence retrieval.

One limitation of the mentioned settings is that the input text is predefined. In
real-world situations, we have to select the text to be verified from a vast amount
of texts generated every day.

Assuming such real-world situations, [9] aimed to detect important factual
claims in political discourses. They collected textual speeches of U.S. presidential
candidates and annotated them with one of the three labels, Y = {NON-FACTUAL
SENTENCE, UNIMPORTANT FACTUAL SENTENCE, CHECK-WORTHY FACTUAL



SENTENCE}. There is a similarity between their work and ours. One main
difference is that while they judge whether the target political speech is check-
worthy or not, we judge the degree of the suspiciousness of the target article from

the posts on SNS referreing to the article.

2.2 Fake News Detection on Social Media

We aim to detect suspicious news using information on social media. There is a

line of previous studies that share a similar motivation with our work.

Fake News Detection Using Crowd Signals

One major line of studies on fake news detection on social media leveraged crowd
signals [17, 18, 19, 20, 11].

[21] aimed to minimize the spread of misinformation by leveraging user’s flag
activity. In some major SNS, such as Facebook and Twitter, users can flag
a text (or story) as misinformation. If the story receives enough flags, it is
directed to a coalition of third-party fact-checking organizations, such as Snoops?
or FactCheck®. To detect suspicious news articles and stop the propagation of
fake news in the network, [21] used the flags as a clue. [18] also aimed to stop

the spread of misinformation by leveraging user’s flags.

Fake News Detection Using Textual Information

Another line of studies on fake news detection on social media effectively used
textual information [22, 4, 11, 6, 23, 24, 25]. [25] proposed a Convolutinal Neu-
ral Network model which can combine the text and image information for fake
news detection. [11] seeked to judge whether each post on Facebook is hoax or
not. They collected 15,550 posts (8,923 are hoaxes and 6,577 not hoaxes). The
methods are Logistic regression and boolean label crowdsourcing.

In particular, [7] is similar to our work. They built a computational model to

judge whether a news article on social media is suspicious or verified. Also, if it

Zhttp://www.snopes.com
3http://www.factcheck.org



is suspicious news, they classify it to one of the classes, satire, hoaxes, clickbait
and propaganda. One main difference is that while the main goal of their task is
to classify the input text, our goal is to detect suspicious news articles using SNS

posts.
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Figure 1: Overall architecture of our system.

3 Tasks

Our main objective is to detect suspicious news articles to be verified. We call such
articles suspicious articles (SA). In this section, we firstly explain our motivation
in Section 3.1 and our system that we assume in Section 3.2. Then, we propose
and formalize the two tasks, (i) suspicion casting post detection in Section 3.3

and (ii) suspicious article detection in Section 4.

3.1 Motivative Situation

One example of fake news detection or fact-checking in the real-world situations
is the activity of Watchdog for Accuracy in News-reporting, Japan (WANJ)*,
Nonprofit Organization (NPO) in Japan. They verify news articles following the
three manual steps.

1. Collect the posts on SNS that refer to news articles and select only the
posts that cast suspicion on the articles.
2. Select suspicious articles to be verified by taking into account the content

of each collected post and the importance of the articles.

4Established in June 2017 to support fact-checking activities and acquired an NPO corpo-
ration in January 2018. http://wanj.or.jp/



3. Verify the content of each article, and if necessary, report the investigation

result.

In the first step, they collect and select only the SNS posts that cast suspicion on
news articles. We call them suspicion casting posts (SCP). Based on the selected
SCP, in the second and third steps, the articles to be verified are selected, and
the contents are actually verified by some human experts.

All these steps are time-consuming and intellectually demanding. Although
full automation of them is ideal, it is not realistic at present due to the low
performance for fact verification. Thus, in this work, we aim to realize partial

automation to support human fact-checking experts.

What We Want to Do. We aim to automate suspicious article detection by
leveraging SCP information. It is costly to collect only SCP from a vast amount
of SNS posts generated every day. Not only time-consuming, it is sometimes
challenging for computational models to tell SCP from others. Consider the

follwoing two posts.

(a) TOFRHFIFFEMTIE? TREHXE K LI A TERPR SN TWEIETTT |
This article denotes misinformation, doesn’t it? If you had smoked on the street,
you should have been fined in Chiyoda Ward!

(b) RHIZ[FLOHNR, ETHoTMLY, SEARODNSLRWIIE ZEFGZ BN
LEd !

I really can not believe it. I wish it were a lie. I'm lost for words, but I'll send

my prayers!

While the post (a) casts suspicion on the article, the post (b) just mentions
personal impression on it. Acctually, only a few of the total SCP candidates are
true SCP, which means that SCP detection is a heavy burden to human experts.

We develop computational models for SCP detection, and by using the resutls,
we rank suspicous articles. We assume that the suspicious articles are sent to
and verified by human experts in order of suspiciousness scores. In the following

subsection, we describe the system that we assume.



3.2 Human-Machine Hybrid System

Our system integrates computational models with human fact-checking experts.
Figure 1 illustrates the overall architecture of our system. This system consists

of the five components.

1. Filtering Component: To collect and filter the posts on SNS referring to
news articles.

2. Arranging Component: To arrange and put together the posts referring to
the same article.

3. Scoring Component: To detect the posts that cast suspicion on the article
and score the suspiciousness.

4. Ranking Component: To rank the articles based on the suspiciousness scores
of each post.

5. Verification Component: To verify the articles by human experts.

For the third component, we build a scoring model by tackling a binary prediction
task, SCP detection in Section 3.3. In this task, given a post, the goal is to judge
whether the post is SCP or not. For the fourth component, we score and rank
articles based on the SCP. We define a ranking task for it, suspicious article
detection in Section 4. In the following subsections, we describe the task settings

in detail.

3.3 Suspicion Casting Post Detection

As the example posts in Section 3.1 show, one challenge of detecting suspicion
casting posts (SCP) is that a lot of posts referring to an article do not cast
suspicion and just mention personal impression on the article. Thus, a key to
detecting SCP is how to capture linguistic expressions related to the truthfulness

of articles.



Formal Setting

Given a post x = (wy, -+ ,wr) that consists of T" words and refers to an article
a € A, the goal is to judge whether the post casts suspicion on the article or not.
INPUT : & = (wy, -+ ,wr)

OurtpuT : y € {0,1}

y is a binary value, i.e., 1 represents that the post x is SCP and 0 otherwise.

Evaluation

To evaluate the performance for this task, we use precision, recall and F1 scores.

If the prediction y matches with the gound-truth y, we regarded it as correct.

3.4 Suspicious Article Detection

Formal Setting

Given an article a and N@ posts referring to the article X = {xga)}ﬂg), the

goal is to judge whether the article is suspicious or not.

INPUT : X = {g{} N

Output : y@ € {0,1}

:1:2(“) is each post, and y(® is a binary value, i.e., 1 represents the article is suspicious

and 0 otherwise.

Evaluation

Not only precision, recall and F1 scores, we evaluate the performance using a
ranking criterion, Recall@K . In this work, since we assume that we send articles
to human fact-checking experts in order of the suspiciousness scores, RecallQK
is suitable for evaluating the ability of models to properly rank the suspicious

articles.



Specifically, Recall@K evaluates the propotion of the correct suspicious articles

in the top-K ranked ones,

1
RecallaK = hl > b,

1<i<K

where T is the number of the total articles in the test set, and b; is a binary value,

i.e., 1 if the ¢-th ranked article is suspicious and 0 otherwise.

10



4 Methods

This section describes our methods for the two tasks formalized in the previous

section.

Suspicion Casting Post Prediction

For SCP detection, we can simply predict y based on a binary prediction ap-

proach,
Po(y = 1]x) = fo(x) . (1)

y = 1 represents the post x is SCP and 0 otherwise. Function f, with the
parameters 6 can be arbitrarily defined. In this paper, as the function fy, we use
several models described in Section 6.1.

To train the model parameters 0, we use the binary cross-entropy loss function,

L(0) = - Zﬁ : (2)

l; =log Py(y = 1|z) +log (1 — Py(y = 1]z)) .

Suspicious Article Prediction

For suspicious articles detection, we predict y® based on the SCP prediction
score of each post. We firstly score each of the posts (® € X (@ referring to
the article a. Then we use the highest score among them as the score of y(®.
Specifically, we calculate the score of (® as follows,

SCORE(y@) = max Py(y = 1|z@) . (3)

2@ ex (@

Here, the SCP probability Py(y = 1|(¥)) can be calculated in the same way as Eq.
1. We determine that the article a is suspicious, i.e., ¥y = 1, if SCORE(y(®) is
greater than 0.5. The parameters 6 are optimized by using the same loss function
as the one for SCP prediction (Eq. 2).

11



5 Datasets

This section describes the procedure of our dataset creation. We created the two
datasets, the one for suspicion casting post (SCP) detection and the other for
suspicious article (SA) detection. Note that these two datasets are independent
sets of posts, which means that they do not share the same posts with each other.

In the following subsections, we explain the procedures in detail.

5.1 Dataset for Suspicion Casting Post Detection

First, we collected the posts on Twitter including the URL of a news article. We
want only the posts that cast suspicion on the article. However, many posts do
not mention any suspicion and just mention personal impressions on the article.
Of these posts, we left only the posts that have the potential to cast suspicion by
using specific keywords, such as misinformation, fabrication and untrue. In this
work, we adopted the list of the keywords that is actually used for fact-checking
by F1J5, the third-party fact-checking organization in Japan. If the post contains
any key words in the list, we regarded it as a candidate post and added it to the
dataset.

Second, we preprocessed the collected posts. We want to leave only the com-
ment part of a post except for some noises, such as hashtags, mentions and title
of news articles. These noises are undesirable for analysis of tweets because it
may affect prediction. Thus, we removed the article title, URL and hashtags from
posts. As a result, we obtained only the comment part other than noise from the
original post.

Finally, to each collected post, we annotated 1 if the post casts suspicion and
—1 otherwise. For example, the post (a) in Section 3.1 is annotated as 1 because
it casts suspicion on the article. By contrast, the post (b) is annotated as —1
because it is regarded as the one that just mentions personal impression. The
upper part of Table 1 indicates the statistics of this dataset. The number of

samples are 7,775, in which 1,036 are positive and 6, 739 are negative samples.

Shttp://fij.info/

12



Suspicion Casting Post Dataset

# Samples (pos / neg) 7,775 (1,036 / 6,739)
Avg. Length of Comments 56.6
Suspicious Article Dataset

# Samples (pos / neg) 1,836 (564 / 1,272)
Avg. Length of Comments 60.4
Avg. Tweets / Article 2.75

Table 1: Statistics of our datasets. “pos” and “neg” denotes the number of
positive (i.e. suspicious casting posts or suspicious articles) and negative samples,

respectively.

5.2 Dataset for Suspicious Article Detection

First, we collected a set of the posts referring to the same article (URL). Second,
we preprocessed and annotated the posts in the same way as in the SCP dataset
creation. Finally, we annotated 1 to the article if a set of posts referring to the
article includes at least one SCP post, and —1 otherwise. The value 1 means
that the article is suspicious and to be verified by human experts, and —1 is not.
The lower part of Table 1 indicates the statistics of this dataset. The number of

samples are 1,836, in which 564 are positive and 1,272 are negative samples.

13



6 Experiments

This section provides the benchmark results on our datasets. Since our datasets
have imbalanced class distributions, we used stratified 5-fold cross-validation to
keep the distributions between true and false labels consistent in the train, de-

velopment and test sets.

6.1 Experimental Setup
Models

We built and used the five models based on the following machine learning tech-

niques.

(a) Logistic Regression (LR): An L1 regularized logistic regression classifica-
tion model. The hyper-parameter C', representing inverse of regularization

strength, was set to 20.

(b) SVM: A support vector machine classification model [26, 27] using the radial
basis function kernel (RBF). The penalty parameter C' for the error term
was set to 3000.

(c) Decision Tree (DT): A decision tree classification model [28, 29]. The

maximum depth of the tree parameter was set to 30.

(d) Random Forest (RF): A random forest classification model [30]. The
maximum depth of the tree parameter was set to 15. The number of features
used for prediction was set to 300. The number of trees in the forest was
set to 90.

(e) LSTM: A Long Short Term Memory (LSTM) network based classification
model [31, 32]. Every tweet is represented as a sequence of word vectors
and fed to the LSTM layer whose hidden units was set to 200. Then the
averaged hidden unit vector is fed to the output layer with softmax acti-
vation function. The hyperparameters of this model are described in more
detail in Table A in the Appendix Section.

14



Method Precision Recall F1l-score

Logistic Regression 0.61 0.51 0.56
SVM 0.61 0.49 0.55
Decision Tree 0.45 0.54 0.49
Random Forest 0.62 0.37 0.46
LSTM 0.48 0.61 0.54

Table 2: Results for suspicion casting post detection.

Implementation Details

Parameters of these models were set by using cross-validation on the development
set. We used the default settings for unspecified hyper-parameters.

We implemented the LR, SVM, DT and RF models using scikit-learn [33]. As
the features for these four models, we used unigram and bigram word features.
Also, we implemented the LSTM model by using Keras [34]. As the features
for the LSTM model, we used word embeddings trained on 4.5M tweets using
Word2Wec CBOW model [35, 36]. The vocabulary size of the embeddings is
about 80,000. The hyper-parameters used for Word2Vec are shown in Table A in
the Appendix Section.

6.2 Results for Suspicion Casting Post Detection

Table 2 indicates the results for suspicion casting post detection on the test
set. Overall, the logistic regression, SVM and LSTM models yielded higher F1
scores than those of the decision tree and random forest models, and achieved
compititive performance with each other. While some previous studies reported
that LSTM-based model work better than other discrete feature based models in
text classification tasks similar to ours [37, 38], our LSTM-based model yielded
almost the same F1 scores as those of logistic regression and SVM models. One
possible explanation for it is that while LSTM requires larger size of training
samples, our dataset is relatively small. This suggests that a simple logistic
regression is more suitable method for this prediction task than other methods
that using unigram and bigram features. Furthermore, this result shows that

using complex LSTM method with word representations in vector space is not

15
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Figure 2: Recall@K in suspicious article detection.

suitable for this task with the current dataset.

6.3 Results for Suspicious Article Detection

Table 3 indicates the result for suspicious article detection. Similarily to the re-
sults in SCP detection, the logistic regression, SVM and LSTM models achieved
higher scores than the other two models. One possible explanation is that be-
cause we defined an article that requires verifying as pointed out article about
it’s reliability by even one tweet. This result suggests that high-recall models
such as LSTM tend to find the verification-required articles more effectively than
high-precision models. This suggest that a simple logistic regression and svm clas-
sification models are the most suitable method to find the verification-required
articles using tweets that refer to.

Figure 2 shows the Recall@K curve for each model. Most of the models
achieved 80% recall at the top 750 ranked articles, which corresponds to 40%

16



Method Precision Recall Fl-score
Logistic Regression 0.74 0.61 0.67

SVM 0.75 0.60 0.67
Decision Tree 0.61 0.60 0.61
Random Forest 0.70 0.51 0.59
LSTM 0.60 0.74 0.66

Table 3: Results for suspicious article detection.

of the total articles. This means that by checking the top 40% ranked articles, we
can collect 80% suspicious articles to be verified. Thus, our models can efficiently

reduce the manual cost of selecting suspicios articles.

6.4 Analysis

Performance Curve

To better understand the models and benchmark results, we analyzed how the
performance changes according to the size of the training set. Figure 3 shows the
performance curve of each model. An overall tendency we observed is that the F1
scores got improved as the number of training data increased. This result suggests
that there is room for performance improvements by increasing the training data
size. As an interesting future direction, we plan to increase the data size by

crowdsourcing.

Error Examples

To shed light on the tendency of what post is difficult to predict in SCP detection,
we analyze the predicted results. Table 6.4 shows the examples of the predictions.
The post of example (1) points out that the article is misinformation. All the
models correctly predicted that this post is an SCP one (41). We observed that if
posts contain some key phrases, such as ”misinformation” and ”false,” the models
tend to predict that they are SCP.
By contrast, all the models made wrong predictions on the post of example

(2). Like the post of example (1), this post also contains a key phrase ”misin-
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Figure 3: Performance curves of each model according to the size of the training

set.

formation.” However, this post is not an SCP one (—1) because it just expresses
the user’s desire by the phrase "I wished it had been misinformation.” It is dif-
ficult for the basic models to correctly capture the meaning of the sentence-level
structure.

Similar tendencies were observed in other examples. The post of example (3) is
an SCP because it denotes the title of the article can mislead readers, but all the
models wrongly judged it is not an SCP. While this post points out that the title
of the article can mislead, the post also partially acknowledges the truthfulness
of the content of the article by the phrase "the description ... is not wrong.” This
could lead to the wrong predictions. Since the models mainly used word-level

features, it is difficult for them to properly capture sentence-level meanings.
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Tweet Answer Prediction

INde< O, HA ORI H T S EmEEEE LT
W) ez s +1 +1

This is completely misinformation because what has increased is the

number of technical intern and exchange students for manual labor.

EHEIZa—AY—AZEX572D... T H > T U D> 7=
At last, the news source has got clear... I wished it had been misin-

formation

SAREIRD —EBIZHEFILITED D > 2D IE AR THE I N TWED T
HY., TORTHBAEENTIHRNDO T, BFILFEDO L )V
KHMDZENRDHD, ZOXA MVIEIAY—F

As it have been reported for a long time, the description that a part
of the dissidents commited a war crime is not wrong, but since the
level of the war crime was so different from the reported one, this

title can mislead readers.

Table 4: Analysis on model predictions. The column ”Answer” denotes the

correct labels, and the column ”Prediction” denotes the model predictions.
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Figure 4: Web application interface.

7 Application

This section provides examples of applying our proposed methods to the real
world fact-checking activities. To make effective use of our methods, we devel-
oped a web application with a logistic regression model described in Section 6.
The reason for using this model is that fast to train, good classification perfor-
mance and possible to interpret the coefficients. This application aims to suggest
suspicious articles to the user, and the interface is as shown in Figure 4. It pro-
vides users with both articles that are predicted to be suspicious and posts on
SNS that cast suspicion on the articles at the same time. When users search for
suspicious articles with this application, they can easily label each article as SA

or not and each post as SCP or not. By adding these labeled data to the training
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data for machine learning, further improvement in classification performance can
be expected as describe in Section 6.4.

FactCheck Initiative Japan (FIJ)%, a joint researcher, is actually utilizing this
application for daily fact-checking activities nearly two years. They usually pub-
lish about 3 to 4 fact-checking results per week for the collected suspicious articles.
In addition to these daily activities, they conducted fact-checking projects during
the elections that drew public attention. To give an example of those election,
Okinawa gubernatorial election in 2018 and Japanese House of Councillor selec-
tion in 2019. Here we describe the results of these two fact-checking projects and

analyses.

7.1 Okinawa Gubernatorial Election, 2018

The 12th Okinawa gubernatorial election was held from 1 September to 3 October
2018 to choose the next Governor. A huge amount of false information that
distracts voters was spread on the internet and newspapers during the election
period. As an example of false information, a certain web news site had reported
that one of the candidates was using cannabis and lying about his career. And
then such information was quickly and widely spread on social media sites such
as Twitter and Facebook throughout the election period. For this reason, the
candidate was obliged to issue a statement that such rumors were groundless
false information.

To investigate whether the information spreading in society is based on facts
or not and to share accurate information, FIJ conducted a fact-checking project”
for the first time in Japan. The Ryukyu Shimpo®, a media member of the Japan
Newspaper Association, participated in this project, and 26 members includ-
ing employees and reporters participated as support members. Throughout this
project, our application has picked up about 100 suspicious articles per day. We

selected articles that are likely to have a social impact, and finally they con-

SF1J was founded in June 2017 by academics, journalists, a lawyer, and a tech company to
encourage and support journalists, media outlets, and others to fact-check widespread ques-

tionable information.
Thttps://archive.fij.info/wordpress/project /okinawa2018 /outline
8https:/ /ryukyushimpo.jp/
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ducted a manual fact-checking on 94 suspicious articles. Looking at the details
of providers of these articles, 23 of them are politicians and candidates, 32 are
journalists and media professionals and 39 are general public. As a result of fact-
checking, we found that 14 of them are false or misleading information. This
suggests that the application helps to manual fact-checking activities and our
proposed method is effective for detecting suspicious articles.

Here we describe the detail of false information detected through our appli-
cation. To give an example, a newspaper company published an article that
criticizing a particular candidate and it was widely spread among voters. The
article has shown that when the candidate was the mayor, he was elected as a
pledge for free school lunch, but the price increased as a result. The day after
this article was published, our application suggested that the article is suspicious

based on the following posts.

(a) (FEEEGMD TYGR U7 BT EM LT L) L0505 I — KTT, Hibf
., BBONEEELEENETETCETR
It is also misleading information that the candidate Sakima raised the school
lunch fee after winning the election. There is propaganda that contains false
information about both sides.

(b) EEEIAICKHUTRBEMMEENY Lz 7 o1 20 RN TS0, ERIIMEES
BHMEIC R o TVWET &,
It is false information that the school lunch fee has risen since the candidate
Sakima become the mayor. As a matter of fact, the burden on parents was
reduced by half.

As a result of fact-checking the article collected through our application, it
turned out that the article is false information. Through this fact-checking
project, we could obtain a number of such suspicious articles. For this reason,
we could confirm that our developed application contributed to the fact-checking

activities.

7.2 Japanese House of Councillor Selection, 2019

The 25th Japanese House of Councillor selection was held from July 4 to 21

to elect 124 of 245 members of House of Councillors. Also in this election, the
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spread of false information was confirmed by fact-checking activities. FIJ also
conducted a fact-checking project? to prevent the spread of false information and
share correct information. Throughout the duration of this project, we collected
72 suspicious information that needs to be verified manually. Looking at the
provider of this suspicious information, 19 of them are politicians, 13 of them are
the media, 9 are famous persons and 31 are general public. As a result of fact-
checking, we found that 10 of them are false or misleading information. Although
this election was a national election, there was less false information spread than
the Okinawa gubernatorial election.

Here we explain the false information that was characteristic of this election.
Prime Minister Shinzo Abe mentioned the profits of pension reserves on the po-
litical broadcast, and said the Liberal Democratic Party has increased profits 10
times that of the Democratic Party. This statement was quickly spread on mul-
tiple social media sites, but at the same time, our application suggested that this

is suspicious information based on the following post.

(a) T10f%) LT EDIHEDOVVEHTEEDLIOIDEARNLTWS, Hike
WO EOEETLU & D,
In order to emphasize ”10 times”, he mentions only favorable statistical data.
It’s a lie rather than an exaggeration.

(a) REWRKAR L VEARIIEAT0E Z L IFMEVZRWAS, T10465] TR,
There is no doubt that investment profits have increased since the Democratic

Party, but it is not 710 times”.

As a result of fact-checking, it was turned out that his statement was groundless
false information. As you can see from this example, we found that our application
is effective even for politician remarks that do not reported as a news article. Like
this example, we confirmed through this project that we were also able to collect
false information from the contents of the candidate’s street speeches that were

not in the article.

9https://fij.info/archives/category/factchecks/sangiin2019
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8 Further Experiments

We have been operating the web application described in section 7 on the actual
daily fact-checking activities from January 2018 to the present. In daily activities,
we check in order from articles with a high probability of suspicious articles. This
application collects more than 10,000 articles per day. However, we can only check
and label the top 100 articles at best due to lack of manpower. Table 5 shows
the number of labeled data collected each month by this daily activity. It shows
large variations in the number of data collected every month. The reason is not
there are few articles suggested by the application, but because there is a lack of
human resources to utilize the application. This section provides the results of

experiments using this collected data.

8.1 Evaluating the Effectiveness of Data Expansion

In Section 6.4, we showed that an improvement in classification performance can
be expected as the data increases. We have expanded the training data using the
application, so we investigate whether the classification performance increases
or not using these collected data. However, the collected data is only articles
with a high probability of being suspicious, so this is not suitable for test data
to measure classification performance. To address this problem, we created a
new test data by randomly sampling articles published in September 2019 and
labeling the articles and posts that make mention of it. The statistics of this test
data are shown in Table 6. As you can see from this table, the suspicious articles
are only about 2% of the total articles, and suspicion casting post is only about
5% of the total posts.

We added the collected data for each month to the training data, and ana-
lyzed how the classification performance in suspicion casting post detection has
changed. Figure 5 shows the performance curve in suspicion casting post detec-
tion. We can observe that the precision, recall and F1 scores got improved as
the number of training data increased. This result shows that it is effective in
classification to retrain the model using manually labeled data. The reason for
the slight decrease in performance from December 2018 to January 2019 is prob-

ably due to a major change in application specifications. Until December 2018,
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Figure 5: Performance curve in suspicion casting post detection.

we collected only suspicious articles from newspaper companies, but we started

to collect suspicious articles from the general public the following month.

8.2 Evaluating the Effectiveness of Article Metadata

For suspicious article detection, we predict whether an article is suspicious using
only the suspicion casting post prediction score described in Section 4. More-
over, we consider only the highest suspicion casting post score among posts as
mentioned in Equation 3. This indicates that our method is unable to take into
account the article provider or the public attention to the article. We are facing a
big problem that articles with low importance provided by the general public are
ranked higher in our application. To tackle this problem and boost classification
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performance, we used three metadata of the article for suspicious article detec-
tion. The first one is the number of posts that mention the article. If this number
is large, the public attention to the article is considered high. The second one is
the number of the verified account that refers to the article. A verified account
means an account of a specified real individual or organization, and post from
such an account is believed to have a significant impact. The last one is the im-
portance of the provider of the article. We consider newspapers with a national
circulation are the most important, local newspapers are the second most impor-
tant, and the others are the least important. In addition to these metadata, we
use the distribution of suspicion casting post scores of posts referring to articles
as a feature for machine learning.

Our goal is to measure the impact of using metadata on the performance of
suspicious article detection. We use a logistic regression classifier to interpret
the relationship between the response variable and explanatory variables. The
training data we will use is collected data using the application, and the test
data is the data created for evaluation in Section 8.1. For this experiment, we use
precision and recall at k as metrics to give insight into the impact on classification
performance. This is because when we use the application, we can only check the
top of the ranking due to lack of manpower, so precision and recall at the top of
the ranking is important.

Figure 6 shows the precision and recall at k of a method using only the top of
the suspicion casting post score and a method of logistic regression using meta-
data. We can see that when the value of k is small, metadata of an article can
increase precision and recall. This suggests that using metadata for prediction
is suitable for scoring articles for fact-checking activities. In addition, as a re-
sult of examining the relationship between the response variable and explanatory
variables, the number of verified accounts is the most influential metadata for

prediction.
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Month # Samples (pos / neg)
Suspicious Article Suspicion Casting Post
2018 Jan. 91 ( 5/  86) 201 ( 8/ 193)
Feb. | 2,675 ( 48 / 2,627) 3,029 (49 / 2,980)
Mar. 275 (1 11/ 264) 295 (16 / 279)
Apr. 28( 0/ 28 52( 0/ 52
May. 144 ( 1/ 143) 182 ( 5/ 177)
Jun 626 ( 73/ 553) 2,432 (135 / 2,297)
Jul. 729 ( 63/ 666) 1,190 ( 117 / 1,073)
Aug. 672 ( 64/ 608) 621 ( 86/ 535)
Sep. | 3,310 ( 439 / 2,871) 4,668 ( 392 / 4,276)
Oct. | 1,167 (44 /1,123) | 3,155 ( 111/ 3,044)
Nov. | 1,236 ( 142 / 1,094) 5,588 (1 270 / 5,318)
Dec. 828 ( 139/ 689) 1,673 ( 307 / 1,366)
2019 Jan. 37 ( 4/  33) 688 ( 244 / 444)
Feb. 464 ( 186 / 278) 811 ( 307 / 504)
Mar. | 261( 79/ 182) 452 ( 234/ 218)
Apr. 278 ( 41/ 237) 373 ( 269 / 104)
May. 607 (59 / 548) 775 (636 /  139)
Jun. | 1,838 ( 116 / 1,722) 2,611 ( 907 / 1,704)
Jul. | 2,129 ( 166 / 1,963) 2,749 (264 / 2,485)
Aug. | 1,162 ( 137 / 1,025) 688 ( 642 /  46)
Sep. | 1,223 ( 80 /1,143) | 1,418 (1,230 / 188)

Table 5: Number of labeled data that we were collected by daily activity per
month using our application. “pos” and “neg” denotes the number of positive (i.e.

suspicious casting posts or suspicious articles) and negative samples, respectively.

Suspicion Casting Post
# Samples (pos / neg) 5,166 (290 / 4,876)

Suspicious Article
# Samples (pos / neg) 3,891 (66 / 3,825)

Table 6: Statistics of test set. “pos” and “neg” denotes the number of positive (i.e.

suspicious casting posts or suspicious articles) and negative samples, respectively.
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9 Conclusion

To support human fact-checking activity, we have tackled the automation of sus-

picious news detection.

Summary. To detect suspicious articles to be verified, this paper has formalized
and tackled two tasks, suspicion casting post detection and suspicious article
detection. For these tasks, we have created the first publicly available dataset.
On the dataset, we have provided benchmark results using several basic machine
learning techniques. The experimental results have demonstrated that we can
cover most of the suspicious articles by checking only the top ranked 40% of the
total articles. Furthermore, we confirmed that our method is effective in actual
fact-checking activities.

Future Direction. One of our future directions is to use more sophisticated
models for our tasks. Since our main objective of this work is to provide bench-
mark results on the datasets, we did not use complex models. To develop systems
that work well in real-world situations, it is an interesting future research to pro-
pose better models and integrate them into the systems. Also, to further improve
the models, other types of features, such as inter-user relations and external
knowledge, are worth trying to use.

Also, the error analysis show that some expressions, such as personal impres-
sion, are difficult for models to tell from suspicion-casting ones. To deal with such
confusing expressions, it can be a potential approach to define and add more fine-
grained labels, such as "impression” and ”irony,” to the datasets. We can expect
that training on them allows models to distinguish confusing expressions. By
training models on the dataset with such labels, we can expect that they can
distinguish the labels.
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Appendix

A Hyper-Parameters

Hyper-parameter Values
Embedding size 300
Window size 7
Minimum count 20

Subsampling frequency 0.00001
Negative samples size 5

Epochs to train 5

Table 7: Hyper-parameters for Word2Vec training.

Hyper-parameter Values
Embedding size 300

Batch size 100

Max epoch 50

Optimizer Adam [39]

Adam « {0.002, 0.9, 0.009}

Table 8: Hyper-parameters for the LSTM model.
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