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Overview: building absolute position embedding that can extrapolate and shift-invariant
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Idea: Bring RPE’s success to APE

Shift invariance: spatial shift 
does not change function’s 
output
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Random shift in APE can prevent 
the use of absolute positions
à Model learns shift invariance?

SHAPE Implementation: a single line

Experiment on Machine Translation (WMT EnDe)

Experimental Result and Observations

Analysis 1: SHAPE is Shift-invariant
① Vanilla ② Extrapolate ③ Interpolate

• Standard setting for MT
• Sanity check of baseline 

performance

• Remove sequence 
longer than 50 tokens

• Evaluate performance on 
unseen length

• Concatenate neighboring 
sequences

• Tokens are more infrequent  at 
given position

Figure 2: Cosine similarities of the encoder hidden
states with different offsets k 2 {0, 100, 250, 500}.
Only the representation of SHAPE is invariant with
k.

Dataset Model Valid Test Speed

VANILLA APE† 23.61 30.46 x1.00
RPE† 23.67 30.54 x0.91
SHAPE† 23.63 30.49 x1.01

EXTRAPOLATE APE 22.18 29.22 x1.00
RPE 22.97 29.86 x0.91
SHAPE 22.96 29.80 x0.99

INTERPOLATE APE 31.40 38.23 x1.00
RPE⇤ - - -
SHAPE 32.50 39.09 x0.99

Table 2: BLEU scores on newstest2010-2016. Valid is
the average of newstest2010-2013. Test is the average of
newstest2014-2016. The scores for individual newstests
are available in Appendix D. †: the values are averages
of five distinct trials with five different random seeds.
⇤: not available as the implementation was very slow.
Speed is the relative speed to APE (larger is faster).

shift invariance as shown in Figure 2. The figure
illustrates how the offset k changes the encoder rep-
resentations of trained models APE and SHAPE.
Given the two models and an input sequence X , we
computed the encoder hidden states of the given in-
put sequence for each k 2 {0, 100, 250, 500}. For
each position i, we computed the cosine similarity
(sim) of the hidden states from two offsets, i.e.,
hk1
i ,hk2

i 2 RD, and computed its average across
the positions as
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As shown in Figure 2, SHAPE builds a shift-
invariant representation; regardless of the offset
k, the cosine similarity is almost always 1.0. Such
invariance is nontrivial because the similarity of
APE does not show similar characteristics7.

3.3 Experiment 2: Performance Comparison
We compared the overall performance of position
representations on the validation and test sets as

7Additional figures are available in Appendix C.

Figure 3: BLEU score improvement from APE on vali-
dation and test sets with respect to the source sequence
length. The gray color means no training data.

shown in Table 2. Figure 3 shows the BLEU im-
provement of RPE and SHAPE from APE with
respect to the source sequence length8.

On VANILLA, the three models show compa-
rable results. APE being comparable to RPE is
inconsistent with the result reported by Shaw et al.
(2018); we assume that this is due to a difference
in implementation. In fact, Narang et al. (2021)
have recently reported that improvements in Trans-
former often do not transfer across implementa-
tions.

On EXTRAPOLATE, RPE (29.86) outperforms
APE (29.22) by approximately 0.6 BLEU points
on the test set; this is consistent with the result re-
ported by Neishi and Yoshinaga (2019). Moreover,
SHAPE achieves comparable test performance to
RPE (29.80). According to Figure 3a, both RPE
and SHAPE have improved extrapolation ability,
i.e., better BLEU scores on sequences longer than
those observed during training. In addition, Fig-
ure 3a shows the performance of SHAPE with the
maximum shift K = 40 that was chosen on the
basis of the BLEU score for the validation set. This
model outperforms RPE, achieving BLEU scores
of 23.12 and 29.86 on the validation and test sets,
respectively. These results indicate that SHAPE
can be a better alternative to RPE.

On INTERPOLATE, we were unable to train
RPE because its training was prohibitively slow9.

8The same graph with absolute BLEU is in Appendix D.
9A single gradient step of RPE took about 5 seconds,

which was 20 times longer than that of APE and SHAPE. We
assume that the RPE implementation available in OpenNMT-
py has difficulty in dealing with long sequences.

• All models are comparable
• SHAPE has no risk of performance drop
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dation and test sets with respect to the source sequence
length. The gray color means no training data.

shown in Table 2. Figure 3 shows the BLEU im-
provement of RPE and SHAPE from APE with
respect to the source sequence length8.

On VANILLA, the three models show compa-
rable results. APE being comparable to RPE is
inconsistent with the result reported by Shaw et al.
(2018); we assume that this is due to a difference
in implementation. In fact, Narang et al. (2021)
have recently reported that improvements in Trans-
former often do not transfer across implementa-
tions.

On EXTRAPOLATE, RPE (29.86) outperforms
APE (29.22) by approximately 0.6 BLEU points
on the test set; this is consistent with the result re-
ported by Neishi and Yoshinaga (2019). Moreover,
SHAPE achieves comparable test performance to
RPE (29.80). According to Figure 3a, both RPE
and SHAPE have improved extrapolation ability,
i.e., better BLEU scores on sequences longer than
those observed during training. In addition, Fig-
ure 3a shows the performance of SHAPE with the
maximum shift K = 40 that was chosen on the
basis of the BLEU score for the validation set. This
model outperforms RPE, achieving BLEU scores
of 23.12 and 29.86 on the validation and test sets,
respectively. These results indicate that SHAPE
can be a better alternative to RPE.

On INTERPOLATE, we were unable to train
RPE because its training was prohibitively slow9.

8The same graph with absolute BLEU is in Appendix D.
9A single gradient step of RPE took about 5 seconds,

which was 20 times longer than that of APE and SHAPE. We
assume that the RPE implementation available in OpenNMT-
py has difficulty in dealing with long sequences.
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SHAPE achieves comparable test performance to
RPE (29.80). According to Figure 3a, both RPE
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i.e., better BLEU scores on sequences longer than
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maximum shift K = 40 that was chosen on the
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model outperforms RPE, achieving BLEU scores
of 23.12 and 29.86 on the validation and test sets,
respectively. These results indicate that SHAPE
can be a better alternative to RPE.
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8The same graph with absolute BLEU is in Appendix D.
9A single gradient step of RPE took about 5 seconds,

which was 20 times longer than that of APE and SHAPE. We
assume that the RPE implementation available in OpenNMT-
py has difficulty in dealing with long sequences.

SHAPE has high 
similarities regardless 
of offset 𝑘

• SHAPE outperforms APE in gray 
no-training-data region à better 
extrapolation than APE

• SHAPE outperforms APE
• Data augmentation effect?

i.e. generalize to lengths unseen 
during training

Cosine Similarities of Encoder Hidden States

• Both RPE and SHAPE outperform APE
• SHAPE is as fast as APE while RPE is not

• RPE is prohibitively slow
• SHAPE outperforms APE

Analysis 2: SHAPE Extrapolates better than APE


