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Summary Analysis method

Experiment 1: Mean of mixing ratio

Analysis scope

Experiment 2: Mixing ratio and frequency

Proposed to analyze Transformers considering:
• Multi-head attention (ATTN)
• Residual connection (RES)
• Layer Normalization (LN)

👈

👈

new!
new!

Analysis of Masked LMs revealed:
Mixing via ATTN is weaker than previously 
assumed
Strength of mixing is related to word frequency

Succes of Transformers [vaswani+ʼ17]
• Especially Masked LMs (e.g., BERT [devlin+ʼ17])

Existing studies:
typically analyzed the ATTN alone

Their mechanisms/properties should be clarified

Experiment setup

Data #Samples Avg. length Domains

Wikipedia 992 122 Web encyclopedia
SST-2 872 25 Movie reviews
MNLI 1000 39 10 distinct genres
CoNLL’03-NER 1000 21 News

Table 1: Details of the datasets. Avg. length is the
number of tokens segmented by BERT per sample.

consists of paired consecutive paragraphs. Each se-
quence is fed into the models with masking applied
to 15% of tokens 80% of the time.4

Analysis methods: We compared the context-
mixing ratio computed with the following five ana-
lyzing methods:

• ATTN-W: Analyzing ATTN via attention
weights, which has been applied in many exist-
ing studies (Clark et al., 2019; Kovaleva et al.,
2019; Mareček and Rosa, 2019, etc.). The
ratio, where attention weight assigned to the
original input vector ↵i,i corresponds to the
preserving effect, and the others correspond
to the mixing effect, is calculated as follows:
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• ATTN-N: Analyzing ATTN via the vector
norm (Kobayashi et al., 2020). The mixing
ratio is calculated as
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• ATTNRES-W: Analyzing ATTN and RES
via attention weights, as Abnar and Zuidema
(2020) did. They assumed that the residual-
aware attention matrix is constructed as
0.5A+ 0.5I . Here, A is the actual attention
matrix and I is the identity matrix considered
as the effect of residual connection. The mix-
ing ratio is calculated as
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• ATTNRES-N (proposed): Analyzing ATTN
and RES via the vector norm – a version of
our proposed method that does not consider
LN. The mixing ratio is calculated as

4For the other datasets, we used 1000 samples from their
validation set or used all of their validation set if the number
of sequences is less than 1000.

Methods Mean Max Min
— BERT-base —

ATTN-W 97.1 100.0 45.0
ATTN-N 85.2 100.0 4.9
ATTNRES-W 48.6 50.0 22.5
ATTNRES-N 22.3 65.7 2.0
ATTNRESLN-N 18.8 61.3 1.3
— RoBERTa-base —
ATTN-W 95.8 100.0 3.8
ATTN-N 84.4 100.0 13.8
ATTNRES-W 47.9 50.0 1.9
ATTNRES-N 19.6 69.9 1.8
ATTNRESLN-N 16.2 73.4 1.5

Table 2: Mean, maximum, and minimum values of the
mixing ratio computed with each method.
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• ATTNRESLN-N (proposed): Analyzing
ATTN, RES, and LN via the vector norm –
the method proposed in Section 3. This corre-
sponds to the ri in Equation 18.

4.2 Results

We computed the mixing ratio of each token in each
layer (each attention block) of the models with the
five analysis methods (Section 4.1). The average,
maximum, and minimum mixing ratios are shown
in Table 2. Each row corresponds to a different
analysis method.

Lower mixing ratio than in existing methods:

Table 2 shows that the mixing ratios obtained from
the proposed ATTNRES-N and ATTNRESLN-N
largely differ from those obtained from the existing
methods. Whereas the attention analyses (ATTN-
W and ATTN-N) yield mixing ratios of 84–97%
and ATTNRES-W yields 48%–49%, our proposed
method (ATTNRESLN-N) yields about 16 and 19%
on average. The visualizations of the token-by-
token interactions in the common attention map
style become almost diagonal patterns (Figure 1).
These demonstrate that each layer’s context mixing
is lower than previously expected, and RES and
LN largely cancel the mixing by ATTN. Observing
the only ATTN and making an inference about the
Transformer layer may lead to misleading. Note
that Srivastava et al. (2015) reported a similar trend
that stacked feed-forward networks tend to priori-
tize the “preserving” effect in skip connections.

Consistent trends across model sizes: Our
method consistently shows the lowest mixing ra-
tio among the compared methods for BERT and
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Table 2 shows that the mixing ratios obtained from
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and ATTNRES-W yields 48%–49%, our proposed
method (ATTNRESLN-N) yields about 16 and 19%
on average. The visualizations of the token-by-
token interactions in the common attention map
style become almost diagonal patterns (Figure 1).
These demonstrate that each layer’s context mixing
is lower than previously expected, and RES and
LN largely cancel the mixing by ATTN. Observing
the only ATTN and making an inference about the
Transformer layer may lead to misleading. Note
that Srivastava et al. (2015) reported a similar trend
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• Model: pre-trained BERT-base [devlin+ʼ19]
• Data: Excerpts from Wikipedia [Clark+ʼ19]
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Compute mixing ratio at each attention blockNorm-based strategy [Kobayashi+’20]

Mixing ratio

Compute the contribution of each iput to the output:

This study:
analyzes the whole Attention block
• Multi-head attention (ATTN)
• Residual connection (RES)
• Layer normalization (LN)

1) Decompose the target process into
the sum of transformed input vectors

2) Compute each contribution by the norm
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4.2 Results
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layer (each attention block) of the models with the
five analysis methods (Section 4.1). The average,
maximum, and minimum mixing ratios are shown
in Table 2. Each row corresponds to a different
analysis method.
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Table 2 shows that the mixing ratios obtained from
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methods. Whereas the attention analyses (ATTN-
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and ATTNRES-W yields 48%–49%, our proposed
method (ATTNRESLN-N) yields about 16 and 19%
on average. The visualizations of the token-by-
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Transformer layer may lead to misleading. Note
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Mixing ratio:
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Expanded method shows 
lower mixing ratio

18.8% computed with ours

Mixing via ATTN 
is weaker than 
previously assumed

Mixing≪ Preserving

More contexts are
gathered at the
higher frequent word

Negative correlation

Explored the relationship 
with the frequency rank

(Spearmanʼs 𝜌 = −0.54)

Attention
block

Results with more MLMs & more data are in the paper!

(Ours)

Attention
block
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