Incorporating Residual and Normalization Layers into Analysis of Masked Language Models
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& Proposed to analyze Transformers considering: Norm-based strategy [Kobayashi+'20] Compute mixing ratio at each attention block
» Multi-head attention (ATTN) Compute the contribution of each iput to the output: * Model: pre-trained BERT-base [deviin+'19
_ _ . | * Data: Excerpts from Wikipedia [Clark+'19]
* Residual connection (RES) "= new! 1) Decompose the target Process INtO Flx) Results with more MLMs & more data are in the paper!
* Layer Normalization (LN) -= new! the sum of transformed input vectors
Analysis of Masked LMs revealed: m i Experiment 1: Mean of mixing ratio
X, Y2 ,F(xf)
& Mixing via ATTN is weaker than previously . (. Target process ) . ) = 2 Flx) Z, Expanded method shows VT -
assumed . S 2 j lower mixing ratio — BERT-base —
L ATTN- 97.1
& Strength of mixing is related to word frequency 2) Compute each contribution by the norm . ATTN-N 85.2

18.8% computed with ours ATTNRESLN-N (ours)  18.8
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Succes of Transformers [vaswani+'17] IFCeDIl NIFGD [FCe)Il NIFGx ) FCes)i ® Mixing via ATTN ""i} =
A" [ Lk

* Especially Masked LMs (e.g., BERT [devlin+'17]) Is weaker than e JerenT? CLayers _tayer12 |

Their mechanisms/properties should be clarified previously assumed ?" ~ "

-

_______________________________ Information flow (y; « X) can be Yi Y2 ¥3 Vi Vs

“This study: decomposed into: .
analyzes the whole Attention block N ,’ S | |
* Residual connection ( ) t Mixing Preserving blas : n&’-g’- with the frequency rank 2
: : - I 3 ] . .9
* Layer normalization (LIV) iy o _ ! / Negative correlation B 0.20
N . c=! MiXing ratio: L. (Spearman’s p = —0.54) ¥ :
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Existing studies: g,‘ T = — Hx l (_wntex{‘, 0 More contexts are 010 .
typically analyzed the ATTN alone o Hx i (_COntextH + Hx P H gathered at the '
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