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• Similarity-based explanation
• Present a similar instance !𝒛 = argmax𝒛!∈𝑫 𝑅 𝒛$%&$, 𝒛'

• Relevance metric 𝑅 𝒛$%&$, 𝒛' ∈ ℝ
• Quantify the relationship between two instances
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• Dot product-based methods do not work well
• Some instances are judged as similar to various 

test instances because of the large norm
Norms for the entire training data
Norms for selected training instances
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Cosine similarity

Cosine similarity of the
gradient performs best.

Dot product-based methods do not
meet minimal requirements.
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𝑫:	Training data

𝒛$%&$ = 𝒙$%&$, 𝑓(𝒙$%&$)
𝒛' = 𝒙' , 𝑦' ∈ 𝐷

𝑓:	Classification model
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Analysis of the Failure

Evaluation Criteria

Example of Dot product of gradients 𝒈𝐭𝐞𝐬𝐭, 𝒈𝒊
𝒈𝐭𝐞𝐬𝐭: Gradient of the test instance
𝒈𝒊: Gradient of the i-th training instance
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