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Computing Co-occurrence Strength in NLP

observed: paired data D = {(x;, y;)} ~ Pyy
task: compute “co-occurrence/association/relation strength” of (x,y) € X XY
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Proposed Measure for Computing Co-occurrence Strength: Pointwise HSIC

Dependenceof X and Y Co-occurrence of =X and Y
Mutual Information Pointwise Mutual Information
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Requires very short learning time
1000 times faster than RNN-based PM|

Applicable to sparse objects
PHSIC allows various and available similarity metrics to be plugged in as kernels
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