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RNN Language Model

• Output matrix: calculate probability 

• RNN matrices: encoding context 

• Embedding matrix: represent word meaning



Neural Language Model

• Embedding matrix 
Output matrix 

• Cannot cover all words  
→ Unknown words 

• Referents differ by discourses 
→ Unknown entities
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mumps, 
ceraunomancy, 

…

“John”, 
“Mary”, 

…

<UNK>



Dynamic Entity Representation

• Unknown’s meaning representation  
cannot be obtained statically…  
                                             ↓ 
Dynamically update meaning representation 
while reading text 

• Infer on-the-fly meanings from context

[Kobayashi et al. NAACL 2016]

• “she contracted mumps” → mumps is a disease? 

• “John loves Fender” → “John” is a guitarist?



Usage: Input Embedding

• Language models  
encode context words and predict next words 

• Input word embeddings can be replaced 

• Dynamic modeling makes context informative

• “… with him, John played [???]” 

• with dynamic model:  
“… with him, <John; guitarist> played [???]”



Usage: Output Matrix

• Language models  
encode context words and predict next words 

• Output matrix’s rows can be replaced 

• Dynamic modeling makes target informative

• “… she is a big fan of [???]”  
 John? Mary? 

• with dynamic model:  
“… she is a big fan of [???]” 
  <guitarist>? <mother>?



Recipe: Context Encoding

• Encode context of the target word 

• e.g. bi-directional RNN
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Dataset for Evaluation

• Dataset for language modeling from OnteNotes 

• Coreferents are unified and anonymized  
 

  John, he, … → [UNK1]  Mary, she, … → [UNK2]

• John loves guitars. 
Mary did not prefer music. 
But, many people are big fans of him. … 

• [UNK1] loves guitars. 
[UNK2] did not prefer music. 
But, many people are big fans of [UNK1]. … 

RAW

OURS



Result: Language Modeling

• Dynamic modeling improves perplexity 

• Especially when entities reappear

All tokens
Reappearing 

entities
Tokens 

following them

Baseline 64.8 48.0 128.6
input only 62.8 42.4 109.5

output only 62.5 35.9 129.0
input & output 60.7 34.0 106.8

+
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4.1 14.0 21.8
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Result: Language Modeling

• Dynamic modeling works well for long documents  
The latter of a document, 
The more often targets occur,  
The more targets occur, 

• Organizing context is useful for long documents

Models (1) All
(2) Reappearing

entities
(3) Following

entities (4) Non-entities

LSTM LM (Baseline) (A) 64.8±0.6 48.0±2.6 128.6±2.0 68.5±0.2

With only dynamic input (B) 62.8±0.3 42.4±1.1 109.5±1.4 66.4±0.3

With only dynamic output (C) 62.5±0.3 35.9±3.7 129.0±0.7 69.5±0.3

With dynamic input & output (D) 60.7±0.2 34.0±1.3 106.8±0.6 67.6±0.04

Table 2: Perplexities for each token group of models on the test set of Anonymized Language Modeling

dataset. All values are averages with standard errors, calculated respectively by three models (trained

with different random numbers). Dynamic models used GRU followed by ReLU as the merging function.

5.2 Results and Analysis

5.2.1 Perplexity

Table 2 shows performance of the baseline model

and the three variants of the proposed method in

terms of perplexity. The table reports the mean

and standard error of three perplexity values af-

ter training using three different randomly cho-

sen initializations (we used the same convention

throughout this paper). Here, we discuss the pro-

posed method using GRU followed by ReLU as

the merging function, as this achieved the best

perplexity (see Section 5.2.2 for a comparison of

functions). We also show perplexitiy values when

evaluating words of specific categories: (1) all

words; (2) reappearing entity words; (3) words fol-

lowing entities; and (4) non-entity words.

All variants of the proposed method outper-

formed the baseline model. Focusing on the cat-

egories (2) and (3) highlights the roles of dynamic

updates of the input and output layers. Dynamic

updates of the input layer (B) had a larger im-

provement for predicting words following entities

(3) than those of the output layer (C). In con-

trast, dynamic updates of the output layer (C) were

quite effective for predicting reappearing entities

(2) whereas those of the input layer (B) were not.

These facts confirm that: dynamic updates of the

input layer help a model predict words following

entities by supplying on-the-fly context informa-

tion; and those of the output layer are effective to

predict entity words appearing multiple times.

In addition, dynamic updates of both the input

and output layers (D) further improved the perfor-

mance from those of either the output (C) or input

(B) layer. Thus, the proposed dynamic output was

shown to be compatible with dynamic input, and

vice versa. These results demonstrated the posi-

tive effect of capturing and exploiting the context-

sensitive meanings of entities.

In order to examine whether dynamic updates of
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Figure 4: Perplexity of all tokens relative to the

time at which they appear in the document.

the input and output embeddings capture context-

sensitive meanings of entities, we present Fig-

ures 4, 5 and 6. Figure 4 depicts the perplexity

of words with different positions in a document9.

The figure confirms that the advantage of the pro-

posed method over the baseline is more evident

especially in the latter part of documents, where

repeated words are more likely to occur.

Figure 5 shows the perplexity with respect to

the frequency of words t within documents. Note

that the word embedding at the first occurrence of

an entity is static. This figure indicates that en-

tities appearing many times enjoy the benefit of

the dynamic language model. Figure 6 visualizes

the perplexity of entities with respect to the num-

bers of their antecedent candidates. It is clear from

this figure that the proposed method is better at

memorizing the semantic information of entities

appearing repeatedly in documents than the base-

line. These results also demonstrated the contribu-

tion of dynamic updates of word embeddings.

9It is more difficult to predict tokens appearing latter in
a document because the number of new (unknown) tokens
increases as a model reads the document.

the more improved

Models Merging function

# of parameters

(to be finetuned) (1) All

(2) Reappearing

entities

(3) Following

entities (4) Non-entities

Only GRU-ReLU 18.9M (14.2M) 62.8±0.3 42.4±1.1 109.5±1.4 66.4±0.3
dynamic input GRU 18.9M (14.2M) 63.2±0.4 43.3±2.7 111.2±0.7 66.8±0.4

Max pool. 17.3M (12.6M) 63.6±0.4 45.0±2.6 116.0±1.0 67.0±0.2
Only latest 17.3M (12.6M) 64.0±0.4 44.1±1.6 127.6±0.7 67.5±0.2

Only GRU-ReLU 18.9M (14.2M) 62.5±0.3 35.9±3.7 129.0±0.7 69.5±0.3
dynamic output GRU 18.9M (14.2M) 62.6±0.2 39.0±2.0 121.1±8.3 69.1±0.2

Max pool. 17.3M (12.6M) 62.2±0.4 41.1±1.9 126.9±1.5 68.4±0.6
Only latest 17.3M (12.6M) 64.9±0.1 49.8±1.8 129.1±1.6 70.6±0.2

Dynamic GRU-ReLU 19.2M (14.4M) 60.7±0.2 34.0±1.3 106.8±0.6 67.6±0.04
input & output GRU 19.2M (14.4M) 60.9±0.3 37.5±0.3 108.9±0.8 67.2±0.4

Max pool. 17.6M (12.9M) 60.7±0.3 39.5±3.4 107.5±1.3 66.8±0.8
Only latest 17.6M (12.9M) 63.4±0.2 47.9±4.2 116.4±0.4 68.9±0.1

Baseline 12.3M (12.3M) 64.8±0.6 48.0±2.6 128.6±2.0 68.5±0.2

Table 3: Results for models with different merging functions on the test set of the Anonymized Language

Modeling dataset, as same as in Table 2.

60
70
80
90

100
110
120
130
140
150
160

1 2 3-6 7-10 11-

Pe
rp

le
xi

ty
 o

f t
ok

en
s 

fo
llo

w
in

g 
en

tit
ie

s

t-th occurrence of entities

Baseline Proposed

Figure 5: Perplexity of tokens following the enti-

ties relative to the time at which the entity occurs.

5.2.2 Comparison of Merging functions

Table 3 compares models with different merging

functions; GRU-ReLU, GRU, max pooling, and

the use of the latest context. The use of the lat-

est context had the worst performance for all vari-

ants of the proposed method. Thus, a proper accu-

mulation of multiple contexts is indispensable for

dynamic updates of word embeddings. Although

Kobayashi et al. (2016) used only max pooling as

the merging function, GRU and GRU-ReLU were

shown to be comparable in performance and supe-

rior to max pooling when predicting tokens related

to entities (2) and (3).

5.2.3 Predicting Entities by Likelihood of a

Sentence

In order to examine contribution of the dynamic

language models on a downstream task, we con-

ducted cloze tests for comprehension of a sentence

with reappearing entities in a discourse. Given

multiple preceding entities E = {e+, e1, e2, ...}
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Figure 6: Perplexity of entities relative to the num-

ber of antecedent entities.

followed by a cloze sentence, the models were re-

quired to predict the true antecedent e+ which al-

lowed the cloze to be correctly filled, among the

other alternatives E− = {e1, e2, ...}.

Language models solve this task by comparing

the likelihoods of sentences filled with antecedent

candidates in E and returning the entity with the

highest likelihood of the sentence. In this experi-

ment, the performance of a model was represented

by the Mean Quantile (MQ) (Guu et al., 2015).

The MQ computes the mean ratio at which the

model predicts a correct antecedent e+ more likely

than negative antecedents in E−,

MQ =
|{e− ∈ E− : p(e−) < p(e+)}|

|E−|
. (11)

Here, p(e) denotes the likelihood of a sentence

whose cloze is filled with e. If the correct an-

tecedent e+ yields highest likelihood, MQ gets 1.

Table 4 reports MQs for the three variants and

merging functions. Dynamic updates of the in-
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followed by a cloze sentence, the models were re-

quired to predict the true antecedent e+ which al-

lowed the cloze to be correctly filled, among the

other alternatives E− = {e1, e2, ...}.

Language models solve this task by comparing

the likelihoods of sentences filled with antecedent

candidates in E and returning the entity with the

highest likelihood of the sentence. In this experi-

ment, the performance of a model was represented

by the Mean Quantile (MQ) (Guu et al., 2015).

The MQ computes the mean ratio at which the

model predicts a correct antecedent e+ more likely

than negative antecedents in E−,

MQ =
|{e− ∈ E− : p(e−) < p(e+)}|

|E−|
. (11)

Here, p(e) denotes the likelihood of a sentence

whose cloze is filled with e. If the correct an-

tecedent e+ yields highest likelihood, MQ gets 1.

Table 4 reports MQs for the three variants and

merging functions. Dynamic updates of the in-

→latter→ →more often→ →more targets→
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Summary

• Dynamic modeling of word vectors  
improves language models 

• For prediction of the unknowns 

• For prediction of tokens following the unknowns 

• Future work 

• Story generation with organizing entities 

• Joint modeling with coreference resolution 

• Joint modeling with character/subword vectors



Result: Cloze Test

• Pseudo coreference resolution task 

• Solve this task by calculating 
the sentence likelihood by filling in with each entity 

• Mean Quantile (mean rank of answers)  
is improved .525→.642 by dynamic modeling

• [UNK1] loves guitars. 
[UNK2] did not prefer music. 
But, many people are big fans of [???]. … 


