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] Summary

« Attention matrix is not an optimal choice for interpreting the output of Encoder-Decoder-
based models (e.g. low alignment acc.)

* Proposed method, Unsupervised Alignment Module (UAM), models token-wise alignment
between the source and target

« UAM provides better interpretability of Encoder-Decoder-based models through alignments

Kentaro Inui'# Masaaki Nagata?

] Task: Headline Generation ] Analysis: Attention vs. UAM

Input X: 1st Sentence of an Article _ Output ¥: Headline I Qualitative Analysis
@ Attention Matrix

Taiwan on Tuesday bowed to calls to make Taiwan eases

Fhe 1§1anq more international by easing its immigration @ Repeated alignments to same source-side tokens
immigration rules . rules
4 4 @ Attention values are distributed to several tokens
4M sentence pairs are available from Gigaword corpus eqyptian: (positive) B
fm: (egyptian) E E
- M os
i Proposed Method: UAM e L
I Key Idea: Predict Source-side Tokens S el SH s
ments: (deffelop@ @) I -
rpm: (ments) g E 0.4
1 / / L =
Gl (977) — T Z gtrg Y X 6)) _l_ gsrc(a3 X Y Vs 6))) visit: (in) .
" 0¥ EncDec Loss UAM Loss LB
ncuec OS{)S 0SS Repeated l'bya;_('?; 5\| Attention
Compute a degree of difference STFC alignment - P ga@i"-': oo focuses on the
E)@twe?n the sums of q; and X (i.e., [ Compute cortorcodoval Loce ] ggg%%c%g 5 g m%ﬁiég Sentgnce
g and %) 0 o s ° period
- No gold alignment is required Z © N
! I] (@ UAM Predictions
@UAM Predictions .
Source Pred. priiilliIIIII © Repeated alignments are rarely observed
Arr o W B T T A E R < Alignments are more discrete than attention
Target Pred. ondon share <e0s> coyptan: (egyptian — 1.0
(01:1) I | | l:l | expe(_:t_st (é)gl;aegtgdg masunnnn 1 ] -
_ develop@péslzglee\./e(%opsggg E 0.8
Decoder Final N # ments: (ments) - -"
Hidden T W om; (reg@@) prenaals . 0.6
(Z1.1) ([ Attention Mechanism | (DAttention Matrix n = B
H|dden P ] ,-----.--------------------.
hy.;) ) ] o — ) — ) | Discrete s> (g = _ 3 KX
i alignments can <null>: (ore) : .
S?‘)J(r)c © | il | - NESl be observed <null>: (1 m: O
share prices exchange thursday : i e o) L :
<null>: (minister) = L iiieesas .-!... a 0.0
2020022 PELLE TEETO™ ,
B Results (ROUGE Scores) s2gesss £°¢ Figee \1 Unimportant
Table: ROUGE F1 Evaluation Results g g ) to.kens are
0 totive Analvsi aligned to
Test (Ours) Test (Zhou) uantitative Analysis <null>
Model Table: Alignment Accuracy
RG-1 RG-2 RG-L RG-1 RG-2 RG-L
S Model Test (Ours) Test(Zhou)
aseline
46.80 24.48 4374 46.79 24.75 43.62 .
(EncDec) Baseline (EncDec) 8.60 5.97
EfJSAe\'A”e 46.91 24.86 43.87 46.89 24.93 43.68 Baseline+UAM 52 592 50.91

N

UAM improves ROUGE scores
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UAM alignments are significantly more
accurate than that of the attention matrix
- better interpretation of the model




