Transformer Language Models
Handle Word Frequency in Prediction Head
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Prediction head has been overlooked
in Transformer analyses

— —— Transformer LMs - — __
* Transformer layer has been (e.g.. BERT and GPT-2)
typically analyzed £ /\/\/\v\
* Analyses of Attention [Clark+ 19;Kobayashi+'20;etc.] ml
* Analyses of Feed-forward network Vicab'
[Geva+'21;Dai+'22;etc.] Prediction Head
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Transformer Layer

* Prediction head is the last block of LMs

* Can directly impact on prediction

* However, it has been overlooked
In previous analyses...
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We focus on bias parameters
in prediction head

* Prediction head has bias parameters
°* BERT has three biases: bgc, byn, Diast
* GPT-2 has one bias: by

We focus on these bias parameters!

Bias parameters can be easily mapped
to the output space (word prediction)

— —— Transformer LMs - — __
(e.g., BERT and GPT-2)
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Finding 1: Bias adjusts word prediction
according to word frequency

* When rem_ovmg a bias bLN (_ _) Average prediction distribution by GPT-2 small

* Probability of high-frequency Lo-1:
words is decreased ¥

° Probability of high-frequency ¢ | -~ " ‘ ......

words is increased 4
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* Bias b; adjusts word prediction Corpus word frequency

* to promote high-frequency words
* to discourage low-frequency words




Finding 2: Controlling the bias can encourage
more diverse language generation

* Control the bias by with coefficient 1 € [0,1]

b\ N < AbyN
* For large models, weakening by Model A Diversity T Quality
. . D D D MA P
* Improves diversity L veT Pred
. . . 1 0.04 030 047 0.90 12.7
* Maintains quality larse 0.5 004 036 050 091 12.9
0 004 042 054 086 136
1 0.04 030 047 0.90 114
x1 0.7 0.04 034 049 0.92 11.5
0 004 041 053 086 121




Thank you for listening!
Feel free to ask or comment!

We hope you read the paper
for more details, other findings, and discussions!



