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This study: context limitation and cognitive plausibility of neural language models (LMs)
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Results: context limitation enhanced LMs’ cognitive plausibility

Context limitation was significantly effective Long/ishort context mattered in specific constructions

across languages & selective syntactic context will be needed to fill the gap
@ modern LMs might access too much context than humans

I English E:C)-) CIPTZ | English significant divergence
Each line corresponds to each architecture Japanese
0.009 : : : : : S (Ong -
context | JHEEE =" results are
0.008 | 5] petter advantage also In our
: | /’?l‘\ dgaze duration & reported % é -Iq_)J & 8 2 g % 8 v g paper
0.007 | p—n " i how much TO X003 2O
o 5 AT square —_—S = C @©
0.006 *‘=' Z Qs‘\*?‘i‘ : O\ reported residual errors O % E < 8
¢ ‘ ‘ E ' per-word decrease from (:Ij) C © L
betweden two full-context
: : ; : : neste
0-004 full intra-sentential 2-gram regression
More severe nhoise = models
| Japanese w/ and w/o ® Take-home messages
: : : : : : surprisal
feature C ey : :
C o1 Revisiting memory-based theories on sentence processing
| with NLP tools is timely and interesting (rutreii+ 20 merkx+21]
g : : : :
0.010 | A Successful solutions in NLP are not always cognitively
; 5 5 5 A 5 : - ' '
e -7 plausible; uncovering the mechanism of human language

* processing is also this community’s pivotal issue



