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Background
• Vision encoders are employed for some diagram-related tasks

(e.g., diagram understanding).
• Itʼs unclear whether vision models encode diagram attributes

(e.g., node color, edge direction).

Dataset & Probing procedure

Summary
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• We probed how vision models encode diagram attributes such as node shape and edge direction.
• Vision models do not encode attributes like edge direction into a low-dimensional subspace.

• We constructed a dataset consisting of directed graph-based diagrams.
• We performed binary classification for each attribute (e.g., node color)

and evaluated its accuracy.

Experiment
• Models: CLIP [Radford+ICML’21], BLIP [Li+ICML’22]

• Target attributes:

o node color
o node shape
o edge color

o edge existence
o edge direction
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encoded?

Why is it difficult to encode edge direction?

We plan to train vision models with diagrams.

• Pre-training data lacks high-quality diagram-text pairs.
o Only a few diagrams are included.
o Even fewer diagrams come with detailed descriptive text.


